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Abstract

We consider the boson star equation with a general two-body interaction potential
w and initial data 1y in a Sobolev space. Under general assumptions on w, namely that
w decomposes as a sum of a finite, signed measure and an essentially bounded function,
we prove that the (local in time) solution cannot propagate faster than the speed of
light, up to a sharp exponentially small remainder term. If w is short-range and
is regular and small enough, we prove in addition asymptotic phase-space propagation
estimates and minimal velocity estimates for the (global in time) solution, depending
on the momentum of the scattering state associated to .
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1 Introduction

In this paper we study the pseudo-relativistic (or semi-relativistic) Hartree equation

0 = ((V) +w* [Y*)p, zeRY >0,
w|t:0 = %7

in any dimension d > 3. Here and throughout the paper, we use the notation (V) for the

Fourier multiplier
(V) :i=V1—A=F1/1+E2F,

where F is the Fourier transform normalized such that F is unitary on L2

Eq. (1.1) describes the effective dynamics, in the mean-field limit, of an N-body quantum
system of pseudo-relativistic bosons of mass m = 1, with two-body gravitational interaction
given by the convolution potential w; see [18]. It is thus used as a model for a pseudo-
relativistic boson star. Here we work in units such that Planck’s constant divided by 27 and
the velocity of light are equal to 1. We also assume that the mass of the bosons is 1 for
simplicity, but we could consider the kinetic energy vm? — A (or vm? — A — m), for any
m > 0, without changing our results.

A physically relevant choice of the interaction potential w is the attractive Newtonian po-
tential, w(x) = —x|z|™! for some k > 0, but we will consider in this paper general potentials
in suitable spaces, imposing different conditions depending on the results. The assumption
w > 0 corresponds to repulsive, or defocusing interactions, while w < 0 corresponds to
attractive, or focusing ones.

We use the shorthand ¢, for a solution (¢, z) — (¢, x) to (1.1). The boson star equation
(1.1) exhibits (formally at this stage) three important conserved quantities: the mass,

M) = [ 1o (1.2

(1.1)

the energy, defined by

E(y) = %/Rd ’<V>%wt|2 —|-i/Rd(w * ‘¢t’2)‘wt|2 (1.3)

and the momentum, '
) _
Rd
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We consider in this paper a translation invariant boson star equation, but several of our
results might be extended to a boson star placed in an external potential V' (z), provided
that suitable regularity and decay assumptions on V' are imposed. In this case, of course,
the momentum is not a conserved quantity anymore.

For the attractive Newtonian potential w(z) = —k|z|~! with x > 0, the convergence, in
the mean-field limit, of the ground state energy of the pseudo-relativistic N-body Schrédinger
Hamiltonian to the ground state energy of the static, pseudo-relativistic Hartree equation
corresponding to (1.1), was established by Lieb and Yau in their seminal paper [47]. The
fermionic case is also considered in [47], in relation with the Chandrasekhar theory of stellar
collapse. As mentioned before, the convergence in the mean-field limit of the time-dependent
pseudo-relativistic Schrodinger equation to the pseudo-relativistic Hartree equation (1.1) was
proven in [18]. See also [40,41] for explicit rates of convergence in the mean-field limit.

In [45], local and global well-posedness are studied in dimension d = 3 for (1.1) with a
general external potential V and a Yukawa-type interaction potential, w(x) = x|z~ e~
with k € R, ;¢ > 0, and for initial data ¢y in the Sobolev space H?®, with s > % (for attractive
interaction potentials, a smallness condition must be imposed, either on 1y or on w). The
local well-posedness is extended in [35] to low-regularity initial states, namely 1y € H® with
5 > %. Here it should be noticed that the energy space corresponds to the Sobolev regularity
H'Y2. In [11-13], global existence — and small initial data scattering — are proven for (sums
of ) short-range interaction potentials of the form w;(z) = k;|z|~*, for some suitable values of
a; see also [36] for related results in the case of Yukawa-type potentials w(z) = x|z~ te /!
with ¢ > 0. We will compare some of these results to ours below, after the statement of our
main contributions. For long-range potentials w(x) = |z|™!, “modified scattering states”
must be introduced; see [53] for global existence and small initial data scattering in this case.

In relation with gravitational collapse, finite time blow-up for (1.1) is proven in [27] for
attractive Newtonian potentials w(z) = —x|z|~! with x > 0 and the mass M (¢o) = [|¢)o||72
of the initial state larger than some critical value. The blow-up phenomenon is analysed in
the mean-field limit in [51]. For the existence of solitary waves and stability results around
them, under suitable assumptions, we refer to [25,26]. We will not study finite time blow-up
nor the existence of solitary waves here.

Our main concern is the speed of propagation of boson stars whose dynamics is given by
(1.1). We generally consider a large class of interaction potentials,

we M+ L™, (1.5)

where M stands for the Banach space of finite, signed Radon measures on R?. In particular,
we can take w as a Dirac delta measure and hence consider a pure-power cubic non-linearity.
Depending on the results, we will restrict the class of admissible potentials.

We will begin with establishing local and global existence of solutions to (1.1). Our proof
follows the usual strategy of applying a fixed point argument to solve Duhamel’s equation
associated to (1.1) in a suitable function space. For the global existence, we will distinguish
two distinct regimes: the long-range regime, w € L#?t1:%° 4 [ and the short-range regime,
weEM+LL,1<qg< %d, with possibly a smallness condition involving the initial state 1.
Compared to the extensively studied non-linear Schrédinger or Hartree equations (see e.g.
[9,10,29,61] and references therein), a difficulty, as in previous works, comes from the loss
of derivatives in the dispersive estimates associated to the semi-relativistic kinetic energy,
which, for the L' — L* estimate, may be written as

e S f||, o ST EI(V) 24 £l 1, (1.6)
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see Appendix B.

Given a solution v, to (1.1), we will aim at estimating the speed of propagation of
the boson star, in the sense of proving time-decay estimates for the probability that the
velocity 7 of the state ¢; belongs to a certain domain, possibly depending on the position
and momentum of the initial state ¢)gp. We will establish both a maximal and a minimal
velocity estimate, expressed under different forms. Our maximal velocity bound is of the
form

1Lyt 2 < €Y1 hy | e (1.7)

for any convex subsets X, Y C R? where dist(X,Y’) stands for the distance from X to Y.
It holds for any local in time solution 1 to (1.1), for any interaction potential w € M +
L, provided that the initial state ¢y is regular enough, depending on w. For times t <
dist(X,Y), (1.7) shows that the probability for the star to travel from X to Y is exponentially
small, hence justifying that the maximal velocity of propagation for (1.1) is equal to the
velocity of light (1 in our units). A feature of (1.7) is that it gives a sharp exponentially
small error (in a sense that will be made precise below). Our proof is adapted from [58]. The
maximal velocity estimate (1.7) can be extended to general disjoint subsets X, Y, dropping
the convexity assumption, at the cost of losing optimality. See below for more details.
Our (asymptotic) minimal velocity estimate takes the form

[t0m ()

for any initial state 1y associated to a scattering state with an “asymptotic instantaneous
velocity” larger than «. The precise definition of the instantaneous velocity operator will
be given below. In order to construct initial states with localized asymptotic instantaneous
velocity, we will need first to establish “phase-space” propagation estimates and to prove
the existence, and right-invertibility, of wave operators on a suitable set of small and regular
initial data. For this we will have to restrict the admissible class of potentials to short-range
interaction potentials w € M + L? with ¢ < g.

Propagation estimates, including maximal velocity, minimal velocity and phase-space
propagation estimates, played a crucial role in the eighties and nineties in the scattering
theory of N-body quantum systems, especially in the proof of asymptotic completeness of
the wave operators, see, among others, [15,19,28,31,38,55,56,59]. Propagation estimates
were later extended to the framework of non-relativistic QED in e.g. [4,17,23,24]. In the
recent years, proving bounds on the maximal speed of propagation for quantum information
in various physical contexts has been the subject of many works. We refer to [2] and [58]
for the development of general methods for proving maximal velocity estimates for quantum
systems, the former by the means of adiabatic space-time localization observables (ASTLO),
while the latter is based on analyticity properties leading to exponential bounds. In relation
with Lieb-Robinson bounds, maximal velocity of quantum transport for Bose-Hubbard type
Hamiltonians has been established in [20-22,43,44]. For related works in the case of open
quantum systems described by a Lindblad master equation, we refer to [7,8,57]. Finally
a maximal velocity estimate for the (non-relativistic) Hartree equation, using the ASTLO
method, has been derived in [1].

Our paper is organized as follows. In the next section, we describe our main results in
precise terms. Section 3 contains preliminary technical estimates that are subsequently used
in the proof of our main results. In Section 4, we prove local existence for (1.1), for the
general class of potentials w satisfying (1.5). Sections 5 and 6 are devoted to the proof of

T 0, t — o0, (1.8)
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global existence, in the long-range and short-range regimes, respectively. In Section 7, we
prove the maximal velocity estimate (1.7) and in Section 8 we study the scattering theory
for short-range potentials and establish the minimal velocity bound (1.8). Appendix A
recalls estimates on commutators between weights and fractional derivatives in LP spaces.
In Appendix B we derive various time-decay estimates for the linear flow e *V) that are
important ingredients in the proofs of our main results.

2 Main results

In this section we state and comment our main results on the existence and properties
of solutions to (1.1). In what follows LP and L stand for the usual Lebesgue and weak
Lebesgue spaces over RY, respectively; we also denote by M the space of signed, finite Radon
measures on R?, equipped with the total variation norm ||u| s = |p|(R?). We introduce the
following class of interaction potentials

L35 4 [® if s < 4,
Wis = § Ugor (L2 + L) if s = 4, (2.1)
M+ L if s> 4,

where, in the sequel, s will correspond to the regularity of the initial data 1y in (1.1).
Remark 2.1.

1. As mentioned in the introduction, for s > %l, w can be chosen as a sum of a Dirac delta
measure and a function in any LP space, 1 < p < oo, leading in (1.1) to a potential
which is a sum of a cubic non-linearity and a convolution non-linearity by a function
in a broad class.

2. The class L3+ L™ includes the interactions given by (sums of ) convolution potentials
of the form w(z) = Lz for a € [0,2s]. Indeed, ﬁ € L3°°(R%), while for o € [0,2s)

B
we have
- — | ‘il | |Zl S — 4 | |Zl c des,oo(Rd) +L00<Rd)
|z |z |z || |z

3. For s = %l, as usual, we cannot reach the endpoint case L because of the absence of

embedding of H* into L>. Note the equality ., (L + L>) = -, (L7 + L*). Here
we do not try to refine further the functional space considered in this critical case.

To simplify the exposition, we only consider non-negative times to state (and prove)
our results, even if they clearly also hold for negative times. Similarly, all our results hold
without change if one replaces (V) by —(V) in (1.1).

2.1 Local existence

We begin with the local existence of solutions to (1.1) for initial data in H®, s > 0.



Theorem 2.2 (Local existence I). Let s > 0, 1 in H® and w in Wy . Then there exists
Thnax in (0,00] such that (1.1) admits a unique solution

Y € CU([0, Tax), H*) N CH([0, Thnax), H*71),

where either Tiax = 00 or imy 1. ||| gs = 00. Moreover, for any T in [0, Tinax), the map

H* 3 4+ o) € C([0, T, H*) N C1(0, T, H*™)
18 continuous.

The proof of Theorem 2.2 relies on a standard fixed point argument in H® to solve
Duhamel’s equation associated to (1.1), using multilinear estimates proven in Section 3. We
also remark that the mass M (¢;) = |[¢]|. is a conserved quantity for (1.1) (see Lemma 5.1
for a precise statement), therefore the previous theorem with s = 0 implies global existence
for w € L and 1y € L.

For initial states with limited regularity, the class of admissible potentials w for local
existence can be extended thanks to the Strichartz estimates given in Appendix B. In the
next statement L>? stands for the usual Lorentz space, see Subsection 3.2 for the definition.

Theorem 2.3 (Local existence II). Let 0 < s < (d +1)/(2d — 2), w in L{d+D/(s)eo 4 oo
and Yo in H®. There exists Ty in (0,00] such that (1.1) admits a unique solution

Y € C[0, Trnax), H*) N CH[0, Trnax), H*™1) N LE ([0, Tinax ), L), (2.2)
here £ = 20 g} 1 2
Ifd >4, s> (d+ 1)/(2d ) w € LD/ 4 [ and +py € H*, then (1.1) admits a
unique solution satisfying (2. 2) with 1 =3 and 1 =3 ﬁ.
Ifd=3,5s>1, we LY + L°° with qg>1 and o € H?, then (1.1) admits a unique
solution satisfying (2.2) with + = Zz and § =3 — QLq.

Similarly as in Theorem 2.2, both a blow-up alternative and a continuity property of
the solution with respect to the initial data hold under the conditions of Theorem 2.3. See
Theorem 4.2 below for a more precise and more general statement involving any admissible
pair (a,b) for the Strichartz estimates; as observed in [30], a useful property of (1.1) is that
Strichartz estimates hold for both wave and Schrodinger admissible pairs. In Appendix B,
we justify that Strichartz estimates hold in Lorentz spaces, in order to be able to consider
w in the weak space L(@1/2 for d > 4.

As shown in [35], the regularity condition on the initial states can be improved, at least
for the Coulomb potential. Indeed, local existence for initial data ¥y € H?® for s > }l in
dimension 3 is proven in [35], in the case where w(z) = —|z|™! is the attractive Coulomb
potential (which belongs to L**), while Theorem 2.3 requires s > % In this paper we do
not try to optimize the regularity condition of initial states to ensure local existence for a

given potential.

2.2 Maximal velocity estimates

Our first main result provides a maximal velocity estimate for the boson star between two
convex subsets of R It holds for any local in time solutions to (1.1).
Recall that dist(X,Y) stands for the distance between two subsets of R¢.
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Theorem 2.4 (Sharp maximal velocity estimate for convex subsets). Let X, Y C R? be two
convex subsets, s > 0, w in Wy s and vy in H® such that 1x1pg = 1.
If 1 is the local solution to (1.1) on [0, Tinax) given by Theorem 2.2 or Theorem 2.3, then

VEE[0, Tmax) 1Ly tellze < e Mg | 2 (2.3)
Remark 2.5.

1. The mazimal velocity bound (2.3) also holds if one replaces the conditions on w and 1y
ensuring the local existence of solutions to (1.1) given by Theorem 2.3, by the slightly
more general conditions ensuring local existence given by Theorem 4.2.

2. We recall that the speed of light is equal to 1 in our units. For the relativistic dispersion
relation v/ —c2A +m2ct — mc?, a simple scaling argument gives, instead of (2.3), the
maximal velocity bound

|1yt 2 < emCQ(Ct_diSt(X’Y))’WO”LQ-

3. The exponentially small error term in the mazximal velocity estimate (2.3) is “sharp”
in the sense that:

(a) If C < 1, there exist convez subsets X andY such that the estimate
¥t € [0, Tnax) » [yl e < Ot [y e,

does not hold. This is obvious since, if X =Y then |1y | 2 = ||¢ol|r2 at t =0
for any vy as in the statement of Theorem 2.J.

(b) Ifc < 1, there exist convez subsets X, Y andw, 1y as in the statement of Theorem
2.4 such that the estimate

V€ [0, Tn) | 1ytirllze < ™5 a1,

does not hold. This statement is proven in the case of the free evolution, w = 0,
in our companion paper [6, Corollary B.2].

Our proof of Theorem 2.4 is based on an elegant and powerful argument recently intro-
duced in [58] for linear Schrodinger-type equations of the form i0,¢) = w(—iV), + V(x)iy,
with w(¢) admitting an analytic continuation to a bounded region of C¢. Substantial
modifications are however necessary to accommodate the non-linear dynamics considered
here, and to reach the sharp bound stated in (2.3) (note that the bound obtained in [58],
for more general dispersion relations and general open sets X,Y € RY is of the form
|1y 2|2 < O M= dUXEYD ]| 12 for some O, > 0 and any p < 1 and ¢ > 1, with-
out explicit control on C, ).

The idea of the proof of Theorem 2.4 is to estimate, for a suitably chosen function ¢:

11y dellze < J1ve"™@ sz le™ 3|2 :
—_— —

exp (X)) <exp(t) exp (- 2G5 ) ol 2

The function ¢ is constructed thanks to the convexity of X and Y, through a separation
argument; see [22] for a similar construction and see Section 7 for the precise expression of ¢
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we use here. The main technical issue to justify this estimate lies in the proof of the fact that
e “@)y), is well-defined in L? and can be estimated by Gronwall’s Lemma. Instead of using
an analyticity argument as in [58], we introduce a bounded approximation ¢, and establish
estimates that are uniform in €. A careful analysis allows us to obtain the sharp bound
stated in (2.3). Some technical results entering the proof of Theorem 2.4 are deferred to our
companion paper [6] where we prove a maximal velocity estimate for the non-autonomous
pseudo-relativistic Schrodinger equation.

Using results from [6] together with a covering argument in the spirit of that used in [58],
we can extend the maximal velocity bound to non-convex subsets X, Y, up to a polynomial
growth in dist(X,Y):

Proposition 2.6 (Maximal velocity estimate for general subsets). There exists Cy > 0 such
that, if X,Y C R® are Borel subsets, s > 1, w is in Wy, and v is in H® with 1x = o,
then the local solution v to (1.1) on [0, Tmax) given by Theorem 2.2 satisfies

Vt € [0, Thnax) |1y 2|2 < Cqet= ) (dist (X, V) ||| 22 (2.4)

The restriction to more regular initial states in Proposition 2.6, compared to Theorem 2.4,
comes from the fact that, in order to use the covering argument, we need to write, similarly
as in [1] (for the non-relativistic Hartree equation), the solution to (1.1) as 1y = Upthg, with
Uy = U the propagator generated by the time-dependent (and “initial state-dependent”)
Hamiltonian H; = (V) + w * |1/;|?. For the same reason we only consider the local solution
to (1.1) given by Theorem 2.2, not the extension to a larger class of potentials provided by
Theorem 2.3. Under these conditions we can apply the abstract results derived in [6] for
time-dependent pseudo-relativistic Hamiltonians of the form H, = (V) + V.

2.3 Global existence

As already mentioned before, for potentials w € L* and initial states v in L? Theorem
2.2 together with the conservation of mass (see Lemma 5.1 below) imply the existence of
a unique global solution to (1.1) associated to 1. For more general potentials (and more
regular initial data), the next theorems provide the global existence of solutions to (1.1)
in two distinct regimes, namely assuming that the convolution potential w has either a
“long-range” or a “short-range” behavior.

For long-range potentials, similarly as in [45] (where the Yukawa-type interaction poten-
tial w(z) = k|z| te#! is considered in dimension d = 3, with x € R, z > 0), we can use
the conservation of the energy (and of the mass) to obtain the global existence. To do that,
we need that the energy defined in (1.3) is well-defined and real. Hence we need to assume
that the initial data 1y belong to H® with s > % and that w is even.

Theorem 2.7 (Global existence for long-range interaction potentials I). Let s > % There
exists a universal constant Cy > 0 such that, for all w even of the form w = wg + Wy €
L% 4+ L>® and vy € H® verifying

1(wa) [l zacellvollz2 < Co, (2.5)

Eq. (1.1) admits a unique solution

Y € CY([0,00), H) N C*([0, 00), H*71).



Remark 2.8.

1. The universal constant Cy appearing in the statement of the previous theorem can be
chosen as Cy = 2051 where C's s the optimal constant in the Sobolev embedding

H% < L2 Here L2 stands for the usual Lorentz space (see Subsection 3.2 for
the definition,).

2. The same continuity property with respect to the initial data as that stated in Theorem
2.2 holds.

3. The smallness condition (2.5) cannot be avoided since, as mentioned in the introduc-
tion, it is proven in [27] that finite time blow-up holds , in dimension d = 3 and for the
Newtonian potential w(zx) = —k|z|™' (which belongs to L>*°) with k > 0 if the mass
M (o) = ||¢hol|32 of the initial state is larger than some critical value.

Using the Strichartz estimates given in Appendix B and taking initial states with a small
enough H'/?-norm, the class of potentials L%> + L> considered in the previous theorem can
be extended to L@+t1/2% 1 [ More precisely, we have the following result.

Theorem 2.9 (Global existence for long-range interaction potentials II). Let s = % There

exists a universal constant Cy > 0 such that, for all w even of the form w = wa/s + ws €
LWtD)/200 4 [0 [d/2 4 [0 gnd apy € H verifying

1(way2)-Il g (E(o) + %]l + ll(wso) -l 120l 12) < Co,
Eq. (1.1) admits a unique solution

W € C([0,00), H2) N C ([0, 00), H %) N L% ([0, 00), L*?),

loc

where % = % = 262;;2.

A more general version of Theorem 2.9 will be given in Theorem 5.2 below, involving
any admissible pair (a,b) for the Strichartz estimates from Appendix B. A related result is
proven in [12] for sums of potentials of the form w;(z) = k;|z|~* with 0 < o < 2d/(d + 1)
(which corresponds to potentials in L% + L% with (d+1)/2 < q1,¢2 < o0).

For short-range interaction potentials, the conservation of energy is not sufficient anymore
to obtain the global existence of solutions to (1.1), but one can rely instead on dispersive
estimates satisfied by the free half-Klein-Gordon equation i1y = (V)1 see (1.6) for the

d

L' — L estimate. For s > 5, 7> 0and 1 < p < oo, we introduce the subspace S*"P

of L>([0,00), H?) containing the functions ¢ such that

d
[@llgore = sup [[@tl| s + sup(t) > e Loerrr < 00. (2.6)
>0 >0
We also use the notation H*? for the Bessel-Sobolev space with norm || f||gse = [[(V)*f]|z»

(see Subsection 3.1 for the precise definition).

Theorem 2.10 (Global existence for short-range interaction potentials). Let s > g + 1,
1§T<dand1§q<%d besuchthaté+$<%. Define p by the relation 1 =
There exists eg > 0 such that the following holds: for allw € M+ L2 and 1)

satisfying

2
>

S
1
i

€ H°NH%P

< €0, (27)

|| prza 1900 3o o <
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Eq. (1.1) admits a unique solution ¢ in S*™P.
This solution v belongs to C°([0,00), H*) N CY([0, 00), H*™1) and satisfies, for all t > 0,

el oonze S (72 160l ot (2.8)
90 = 6| poernir S €08 T %0l proraprot (2.9)
ellzre S N0l g (2.10)
Hl/ft - ¢§0)‘ s S eollvoll grepprsas (2.11)

where 1/1250) = e~ MV In particular, the map o — ¢ € S*™P, defined on the subset of 1g’s
in H* N H" satisfying (2.7), is continuous.

Remark 2.11. Theorem 2.10 gives global existence for all potentials w € L9 with 1 < q <
%d, by applying the theorem with q+¢ < 23—d and observing that LY C M + L. In Figure
3 we represent the class of admissible potentials for Theorem 2.10.

As mentioned in the introduction, global existence — and small initial data scattering —
are proven in [12] for (sums of) short-range interaction potentials of the form w;(x) = x;|x|~*
with 2 < «a; < d (which corresponds to potentials in L9 + L% with 1 < ¢1,¢q2 < d/2). The
proof in [12] relies in particular on the use of Strichartz estimates with Schrodinger admissible
pairs. See also [52] for a single potential w satisfying |w(z)| < |z|™* with 2 < a < d and
[62] for small data scattering for low regularity initial states and a smooth potential w.

2.4 Scattering states and scattering operators

In the case of short-range interaction potentials, one can show that the global solution given
by Theorem 2.10 scatters to a free solution in H*, in the sense of the following theorem. For
any d > 0, we denote by Bg(d) the closed ball of radius ¢ in a normed vector space E.

Theorem 2.12 (Scattering for short-range interaction potentials). Under the conditions of
Theorem 2.10, the global solution v to (1.1) scatters to a free solution:

by — e Mo |
where the scattering state ¢, € H® 1s defined by

s — 0, t — o0, (2.12)

Yy o=y — z‘/oo V) (w by ), dr. (2.13)
0
Moreover there exists d,, > 0 such that the “inverse” wave operator
W+ . BHsmHs,p/ (511)) — Hsa
Yo = Wb := 1o — i/ooo eV (w [, [*))- dr,

15 continuous.

Remark 2.13. Our proof gives an explicit rate of decay in (2.12), namely we have the bound

e — ey |

e S ()1 L)

HsnHs?"» (2.14)

uniformly in t > 0.
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As in previous works [11-13], the proof of Theorem 2.12 is a rather straightforward
application of the regularity and decay properties of the solution to (1.1), see (2.8)—(2.11) in
our context.

The wave operator ), , mapping any scattering state @, to an initial state iy can be
defined similarly as W, , constructing a solution to the Cauchy problem at oo for the pseudo-
relativistic Hartree equation,

{iatwt = ((V) +w* ¢ *)ih, (2.15)

limy o0 [ty — eV || 12 = 0.
See Theorems 8.4 and 8.5 below for precise statements. Formally, €2, is the inverse of W
by definition; however, since W, maps H* N H*" to H* and Q is defined on (a small ball
in) H° N H*", the composition Q, W, is ill-defined in general. To overcome this difficulty,
for suitable values of v and s, we restrict W, to the weighted Sobolev space HS with norm

uy = [[(2) (V) el 2

We will choose parameters ensuring that 5 — H*NH 7" and hence that W, is well-defined
on a ball in HS with sufficiently small radius. Moreover, restricting the class of admissible
potentials to w € M + L? with 1 < ¢ < g, we will show that W, maps this ball in (a small
ball in) H*N H*? | and likewise for ;. We then have the following result on the invertibility
of the wave operator.

]

Theorem 2.14 (Right invertibility of the wave operators for short-range interaction poten-
tials). Let s > 2+ 1, max{1,4} <r <% 1 <¢g<rand £ <y < min{2,¢ — 1}. Let
w € M+ L% There exists d,, > 0 such that, for all ¢ € Bys(0w),

QWip =W, Qo =0 (2.16)

Remark 2.15. The operators 2 and W, may not map BHg(éw) into itself. We only have
that 0y and Wy map Bys(6w) into Bp:(d,,) for some 6,, > 6,, (one can take d,, = 0, + Ceg
for some positive constant C' and some small enough €y > 0, see Theorem 8.6 below for
a precise statement). Eq. (2.16) therefore shows that W, : RanQy — Bps(d,) is a right
inverse of 1y : Bys(0,) — Ran €y and vice versa.

The proof of Theorem 2.14 requires to control, in a rather precise way, the asymptotic
behavior in weighted L” spaces of global solutions to (1.1) (constructed in Theorem 2.12).
For this reason, the class of allowed potentials in Theorem 2.14 is more restrictive than that
considered in Theorem 2.12. Our proof will also provide estimates on the operators W, —Id
and 2, — Id, see Theorem 8.6 below for a precise statement.

Theorem 2.14 will be crucial in order to construct a suitable set of initial states leading
to an asymptotic minimal velocity estimate, see Theorem 2.18 below.

2.5 Asymptotic propagation and minimal velocity estimates

Our last concern is the asymptotic behavior of the speed of propagation of solutions to (1.1).
We introduce the “instantaneous” velocity operator

O = [1,(V)] = —iV(V)~L.

The next theorem shows that, along the evolution associated to (1.1), the instantaneous
velocity and the average velocity 7 converge to each other.

11



Theorem 2.16 (Asymptotic phase-space propagation estimate for short-range interaction
potentials). Let f,g € Cg°(R) be such that supp(g) Nsupp(f) = 0. Under the conditions of
Theorem 2.10, and assuming in addition that ||{x)o||2 < 00, the global solution ¢ to (1.1)
giwen by Theorem 2.10 satisfies

H9<f—22>f(®2>¢t

o 0, t — oo. (2.17)

Remark 2.17.

1. Since 0 < ©% < 1, taking f € C°(R) such that f =1 on [0, 1], we have f(©?) = Id.
Hence the previous theorem implies that, for all € > 0,

1,2
H ]-[1+s,oo) <t_2) %

We thus recover a mazimal velocity estimate, in the sense that the boson star cannot
propagate faster than the speed of light (equal to 1 in our unit), asymptotically as
t — o0.

2—>0, t — 0.
L

2. Our proof gives an explicit rate of decay in (2.17), more precisely we will show that

Hg(f—j)ﬂ@?)wt S (@07 + @) @)l

uniformly in t > 0.

L2

Combining Theorems 2.12 and 2.16, one can deduce a minimal velocity estimate, in the
sense that if the initial state v is associated to a scattering state v, with an instantaneous
velocity localized in [a, 1] with 0 < av < 1, then

$2
le (§)¢t

It is however unclear in general how to identify initial states ¢/y’s associated to scattering
states ¢, with an instantaneous velocity localized in [a, 1]. To overcome this difficulty we
restrict the class of admissible potentials and use Theorem 2.14. This leads to the following
result.

— 0.
L2

Theorem 2.18 (Asymptotic minimal velocity estimate for short-range interaction poten-

tials). Let s > 2+ 1, max{1,4} <r <% 1< ¢ <rand £ <y < min{2,¢ —1}. Let

we M+ LY and 0 < a < 1. There exists 0., such that, for all initial states

Yo = Q. with Py € BH;(‘Sw) and Py = 1[a,1](@2)¢+7
the global solution v to (1.1) given by Theorem 2.10 satisfies

o ()

Remark 2.19. [t is not difficult to construct states 1, € BH;(%) satisfying in addition

Uy = 1101 (©*). Indeed, given a smooth function f € C°(R) such that supp(f) C (o, 1),
it suffices to choose ¥y such that f(@2)1;+ =4, and H&rHH7 is small enough. Since one can

verify that || f(©*)¢||ms < Crlltoi|lms for some Cy > 0, the state given by 1y = f(©)F
satisfies the conditions of the theorem for HQ;JFHH7 small enough.

2—>0, t — 0.
L

12



It should be noted that the maximal velocity estimate mentioned in Remark 2.17 holds
for all initial states, without requiring a construction as in Theorem 2.18. This is due to the
fact that the instantaneous velocity © is bounded. For the non-relativistic Hartree equation
considered in [1], proving a maximal velocity estimate does require a suitable construction of
initial states; instead of using “asymptotic energy cutoffs” as in [1], it would be interesting
to follow the approach developed in the present paper based on invertibility properties of
the wave operator.

2.6 Summary of results

For the reader’s convenience, we summarize the conditions required to obtain our results in
two tables and three figures. Table 1 collects the well-posedness results. The relationships
between the regularity of the initial data and the class of admissible potentials in these results
is illustrated in Figure 1 for a generic spatial dimension d > 4 while Figure 2 highlights
features specific to dimension 3, including some endpoint cases. Figure 3 depicts the relation
between the parameters p and ¢ appearing in Theorem 2.10, which concerns the global
existence in the case of short-range potentials; this existence theory is the one employed in
our analysis of scattering and minimal velocity estimates. Finally, Table 2 summarizes our
results on the maximal and minimal velocity estimates.

s in w in Eixample of w Well- Theorem
2], ain | d, | posedness

[0,9) L3s® + L [0, 2] 2.2
{5} Lo+ L%, g > 1 [0, d) 2.2
(£,00) M+ L> [0, d) v | Local 2.2
[0, &1y | L9 4 [ [0, 4421 2.3
(2l sa) | BT o4 L5 § [0, 24) 2.3
{0} e {0} 2.2
[%,100) z: + L: [0,21d] Clobal 2.7
{3} L2+ L [0, 24 ] 2.9
[§+1,00) M+Ls g<2| (34 |V 2.10

Table 1: Well-posedness results for (1.1) with ¢y € H®. We underline that the result of
Theorem 2.10 requires the additional condition vy € H*? for suitable p. Moreover, while at
fixed s < % Theorem 2.3 provides local existence for a larger class of potentials compared to
Theorem 2.2, it guarantees uniqueness of a solution only in a smaller functional space.

'If d = 3, then one can actually only take w in L% 4 L* for any ¢q > %.

13



""" Local Well-Posedness
— [ | Global Well-Posedness under Condition on Yo

N
S
L
N\
Py
S &
. . C:‘il;"s
d+1____ .E
3"" '
2d A
1
d & o
S 8
oS
& 1 d+1 d d &
QV% - - NS S
S 2 2d-2 2 by
* &
g N

— Y ECHNLIL, —— o € CiHS —— 1 € C;H? & time decay

Figure 1: Dimension d > 4. Well-Posedness of (1.1): Admissible class of w depending on

the regularity s of 1)y.

A thick vertical line with extremities at 1/q; and 1/¢y represents the space L9 + [492:@
with ¢; = ¢; if the extremity is a disk (®), §; = oo if the extremity is diamond (). There
are two special cases: the L7 space is replaced by M if the extremity is a square (M), and
by U, g, L7 1L it is a circle (O). Solid lines correspond to global well-posedness while dotted

lines correspond to local well-posedness.
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""" N\\ Local Well-Posedness
— [ ]Global Well-Posedness under Condition on (N

| =

S N
& &

* %

%
& &
Y% N

— € CH N LILY —_— 1 € C,H; —1 € C/H; & time decay

Figure 2: Dimension d = 3. Well-Posedness of (1.1): Admissible class of w depending on
the regularity s of 1)y.

A thick vertical line with extremities at 1/q; and 1/¢y represents the space L9 + [42:@
with ¢; = ¢; if the extremity is a disk (®), ¢; = oo if the extremity is diamond (). There
are two special cases: the L7 space is replaced by M if the extremity is a square (M), and
by U, g L7 1L it is a circle (O). Solid lines correspond to global well-posedness while dotted
lines correspond to local well-posedness.
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Figure 3: Global Well-Posedness in the Short range case: The green region represents the
domain of admissible pairs ( z%’ %) such that, if ¥y is in H*NH*" and w in L?+ M and their
norms are sufficiently small, then (1.1) admits a global solution, provided by Theorem 2.10.

Example of w Velocity
§in w in Theorem

lz|~*, ain | dg estimate
[07 g) L3 4+ [ [0, 2s] 9 4
{5} Lt> 4+ L%®, g>1 0,d) Maximal 924
(500) M+ L 0,d) | v 2.4
Maximal 2.4

(5 +1,00) M+L1 g<$|  (2,d) v
& Minimal | & 2.18

Table 2: Speed of propagation results for (1.1) with vy € H*. We underline that the minimal
velocity result holds under the additional condition that v is in a weighted H?® space.
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3 Preliminaries

In this preliminary subsection, we first introduce functional spaces that will play an impor-
tant role in our analysis, the Bessel-Sobolev spaces, and we recall a version of the fractional
Leibniz rule in this context. Next we derive some multilinear estimates that will allow us to
control the non-linearity appearing in the pseudo-relativistic Hartree equation (1.1).

3.1 Weighted Bessel-Sobolev spaces and fractional Leibniz rule

We denote by S the usual Schwartz space of rapidly decreasing functions from R? to C and
by &’ the associated space of tempered distributions. For a tempered distribution f in &’
and s in R, we write (V)*f = F1((£)*Ff). Recall that F stands for the Fourier transform
normalized such that F is unitary on L?. For p € [1,00], the Bessel-Sobolev spaces are
defined by

H*:={feS[(V)'feLl},

and endowed with the norm || f||rs0 = |[(V)*f||r». If p = 2, we use the shorhand H* = H**.
When 1 < p < oo the Bessel-Sobolev spaces H*P coincide with the fractional Sobolev spaces
W#P with equivalent norms, but it is not the case when p = 1 or p = oo, which we we will
also need in the sequel.

In the case of non integer exponents s, the Leibniz rule cannot be used, but a useful
replacement is the fractional Leibniz rule, see e.g. [34].

Proposition 3.1. Let 1 < py < oo, 1 < p;,p; < 00 satisfying pio = pij + ﬁij and j € {1,2}.
If s > 0, there exists C' > 0 such that, for all f,g € S,

1fgllm=r0 < C(|If]

Remark 3.2. We will use Proposition 3.1 with functions f in H*P* and LP?* and g in H®P?
and LP, which is fine if these spaces are included in the closure of S for the corresponding
norms.

We will sometime have py = oo (respectively p; = o0). In this case, we will have to make
sure that f (respectively g) is in the closure of S with respect to the L™ norm, which is the
space C2. of continuous functions vanishing at infinity.

e [lgllzo + [ fllze2 gl o2 -

We will also use the following weighted Bessel-Sobolev spaces, defined as
HP ={feS [(x)(V)'fel’}, pelloc], s§>0, 720, (3.1)

and endowed with the norm || f|[gs» = [[(2)7(V)*f|z». We observe that, for all v > 0 and
s >0,
HY — H?,

while if v > % wit 1 <r < o0, it follows from Hoélder’s inequality that

/
HE < H,
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with p’ = % We also define the shorthands
H:=H>? LP:=H). (3.2)

In Appendix A we recall the following property (we only state and prove it for 0 < < 2
for simplicity and since we only need it for such v in our context).

Lemma 3.3. Let 0 <~y <2, s>0and 1 <p<oo. There exist ¢, > 0 such that

VY @) flle < W llmze < el{V)* (@) fll v,
for all f € HSP.

Combined with Proposition 3.1, this lemma implies a weighted version of the fractional
Leibniz rule.

Proposition 3.4. Let 0 < v <2, 1 <py<oo, 1<pj,p; <oo satisfying pio = pij + ﬁij and
j€{1,2}. If s >0, then there exists C > 0 such that, for all f,g € S,

1fgllzzzro < CUSMaerllgll o0 + N Fllze2 lgll s 72 )-

3.2 Functional inequalities in Lorentz spaces

For pin (1,00) and ¢ in [1, 00| the Lorentz space L9 can be defined as the real interpolation
space [L', L*>);_; /pq- The spaces LP>° coincide with the weak-Lebesgue spaces, LPP = L?
and if 1 < ¢ < ¢ < oo then LP? is continuously embedded in LP92.

The Lorentz spaces have several interesting features, in particular they include the weak
spaces L which themselves include 1/|z|%?, Holder and Young inequalities hold in Lorentz
spaces, as well as a refined version of the usual Sobolev embeddings. More precisely we have
the following three propositions, which are proven for instance in [42, Chapter 2].

Similarly as before, for f in &' (such that Ff € L. ) and s > 0, we write |V|*f =
FERFD).

Proposition 3.5 (Sobolev inequality in Lorentz spaces). Assume that 0 <
and 1 < q < o0. If%—ﬁzpio, then

<1<
p

Ulw

d
[ullroa S IV Pul[ o -

In particular
Hswp -

[ullzror < lluf
Proposition 3.6 (Holder inequality in Lorentz spaces). If 1 < p,p1,p2 < 00, 1 < q,q1,q2 <
oo, tp =114 L=1 Ly llgnglyd=1 tpen
p p q q 2t p2 p q1 q2 q

[fifallzea S 1 filloall fol e
lffaller S A fllzeall f2ll oo
[f1fallera S 1 fillovar || fol o2 oo

provided that the right-hand sides are finite.
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Proposition 3.7 (Young inequality in Lorentz spaces). If 1 <p,p1,ps <00, 1 <q,q1,¢q2 <
oo, lpt=1 1yl L1y Lyl _1 e

’ 1 D2 _n q2

1f1# follea S L f1llzeall f2ll 2o
[ fr follee S L filloea || f2ll oo
Hfl * f2||Lqu S, ||f1||LP1,41 ||f2||Lp2,q2

provided that the right-hand sides are finite.

In the next proposition, we remark that the Young inequalities in Lebesgue or Lorentz
spaces involving the Lebesgue space L' can be generalized to the space M of finite, signed
Radon measures (recall that M is equipped with the total variation norm ||u||ym = \,u](]Rd))

Proposition 3.8. If 1 <p < oo, 1 <gq < oo, then

ILf1* folloe SN fllell fallae
1% follzee S fillze I f2llad s
f1 % follzra S f1lloall f2lln

provided that the right-hand sides are finite.

Proof. If f; € L' and f, € M, then (f, * fo)(x) is defined almost everywhere and defines an

clement of L'. Indeed [[ |fi(z —y)ldzd|fol(y) = [ filler dlfol(y) = [filler [f2(RT) < oo,
hence the Fubini theorem applies and

/ |f1(z —y)|d|f2|(y) dz < oc.

This implies that y — |fi(x — y)| is | f2|]-integrable for almost every x. We can thus define
the function

(fi* fo)x / filx —y) dfaly) (3.3)

almost everywhere. Using again the Fubini theorem, this function is in L!.

Actually (3.3) also makes sense when f; is in L*°, and the inequality ||fi * fo|lp~ <
I f1llzs< ]l f2]| m holds. Moreover if f; is in L N L' both definitions of f; x f, coincide. Hence,
for fy in M, the operator ®;, defined on L' + L>® by ®,(f1) = f1 * fo is well defined,
continuous from L' to L' and from L*> to L* and thus, by real interpolation, it defines a
continous operator from LP? to LP? for 1 < p < oo and 1 < ¢ < oo, with an operator norm
smaller than C, .|| f||sm. This implies the stated Young inequality. O

To conclude this subsection we recall a result about derivatives of convolution products:
Proposition 3.9 (Young inequality in Bessel-Sobolev spaces). If 0 < s < 0o, 1 < p; < 00

. 11,1
for 7 in {0,1,2}, and1+p—0—p—l—|—p—2then

11 follmowo S | fillamll fol [ msmo (3.4)
11 % follzsro S ([ fillzen || foll rore (3.5)
provided that the right-hand sides are finite.
If, moreover, 1 < p; < oo for j in {0,1,2}, then
11 % fallasro S AL fillzoves || follore - (3.6)
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Proof. Using the definition of Bessel-Sobolev spaces, the property that the Fourier transform
of a convolution product is a constant times the product of the Fourier transforms, we deduce
that

prean = | FHUEPF (i + fo)lwo
= 2m) 2 | F Y FE F ()l w0
= |lf1 % ((V)" f2) | oo

It just remains to apply the Young inequalities in Propositions 3.7 and 3.8 to obtain the
results stated above. [

[ f1 % fol

3.3 Multilinear estimates

To handle the non-linearity in the pseudo-relativistic Hartree equation (1.1), we will use
several times the following estimates.

Lemma 3.10 (Multilinear estimates I). Assume s >0, p>2 and 1 < q < oco. Let w; € M
and w, € LY with m € {q,00}. Foru; € H°NL? (oru; € H*NL"® for the last inequality),
Jj € Zs="17/(37), the following inequalities hold:

1wy (uoun)Juzll e S lwillaa Y ewsllars g allie sl e Witho = oo, s > 5 (BT
JEZL3
< {th 1
I (wy  (uoun) Yzl o < lwsllae D Mgl sl ll o g yol oo Wlth}; =5+, (3.8)
JEZL3
o1 1 1 2
1 (wq  (uoun) sl o S wgllzace D lugllas 1]l o[l g2l o with = + 3=t (39
jeZs p q
=142
(wq * (wou))uallirs S Nwgllam Y lusllaslugsr | zoellujrz o with L _1.%
JEZ3 T m a’

(3.10)

Proof. Let us first remark that if u is in H® with s > d/2, then u is in C2, which is the
closure of § for the L* norm. This will be important for our applications of the fractional
Leibniz rule with L*. For w;, u;41 in H®, as H® is an algebra for s > d/2, uju;;; is also in
H* and (3.4) shows that wy * (ujujy1) lies in H* which, again, is included in C2,. This allows
us to apply the fractional Leibniz rule with L* below.

The fractional Leibniz rule, along with Young and Hélder’s inequalities, yield both (3.7)
and (3.8) by considering p > 2:

HS

[ (wy * (uour)) us| s < w1 * (uour)|| 5, i [|lus|| Lo + [Jwy * (Uoul)HL% | us |
H

I
2
)

1
o

< Nwr [l a (luow |

1.1
H o772

< willae > llesllas g lle ol o
JEZL3

st |ua|lze + [Juousl|, g [|usl
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For (3.9), the same inequalities as above yield

[(wq * (uoun)) sl o < llwg * (woun)ll . g llusllze + llwg * (wown) | s luall s
H stq 2 pota !

He)

< Jlwgllzose (Jluouall o 1y Nuallze + uousll 5 fluo|
H ot2

< lwgllzace Y lluyl

JEZL3

el wj | oo ([ujae| e -

For (3.10), the fractional Leibniz rule, along with Young and Holder’s inequalities in
Lorentz spaces, yield

H(wq * (uouy)) uglgs < ||wq * (uouy)|| |luallLo + ||wq * (uouy) || poo || us]

sT T He
H o'q 2
< ||wq||qum(||U0U1|| s,ﬁ||u2||m + ||U0U1||L%v%||u2| H)
H 72
< Jlwgl| Lam Z [willms il Loa | ujeal o -
J€EL3
This concludes the proof. O

We will also need the following estimates in weighted Sobolev spaces.

Lemma 3.11 (Weighted multilinear estimates I). Assume0 <~y <2, s>0and1 < q < oo.
Let wy € M and w, € L9. Foru € H; N LY it holds

[(wy * Jul®)ull 2 Sllws | aallullFoo el 2z, (3.11)
[ (wg * [ul*)ul| 2 Sllwg|l LallullF g 1wl 2, (3.12)
as well as
2 < . d
1w [ulullzrs Sllwsllallwllze (lull = llullag + lellasullee) o s >3, (3.13)
[ (wq * |ul*)ull gy Sllwgll collwll 2o (el 2o 1]l s + lwll s llull 20)- (3.14)
vy

Proof. The first two inequalities are a direct consequence of Holder and Young inequalities.
Applying the weighted fractional Leibniz rule as well as Young inequality we have

Hs

1wy Jul®)ullzzs Sllws * ul* |z llullzs + llws* ful* | ellull s

UHL$)>

Sllw lLvllell oo (el oo [l 125 + [l e

which proves the third inequality. We prove similarly the last inequality. Let ¢ > 2 such
that 1 = é + %, we write

(g # [ul*)ully < llwg # [ul [z full s

+ lJwg * (Jul) o1 Mlulleg
H o7q 2
S lwgllalullZe el + Ml o llullzg)
i+
H o772
S lwllzallullzo (el o lull g + llull s flulcg)-
This concludes the proof. O
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In order to study the global existence and asymptotic properties of solutions to (1.1) in
the case where w is short-range (see Sections 6 and 8), we will need slightly refined versions
of the previous estimates that we state in the following two lemmas.

Lemma 3.12 (Multilinear estimates II). Assume s > 0, p > 2, q,r > 1 such that ¢ < 2r,
241 =1,¢g+# 00 andw, € M, w, € LY. Foru; € H*NL>®, j € Z3 = Z/(37Z), the

p L
mequalities

1 1-6(Z)
[[(wq * (wour))uallms < llwgllLs ZHUjHHsHujHHHs Huj+2HHS
JEZL3

0(%) 0(%)
||u]+1||LPﬂL°0||u]+2||LPﬂL°°7 (3.15)

1-6(r—3 o(r—12)
ewr S Mo lae S sl g ™ 2 a2
JEZL3

[ (w1 * (uour) )usl

o(r—4) o(r—4)
111 o IIUj+2||mﬁoo, (3.16)

1— 9( )
o S Nwgllpose > lluyl He
JEZL3

?|luj

| (wq * (uour))us| Hs

o(z—1 o(z—1)
[ e A e (3.17)
hold, with 6(x) = min{x, 1}.
Proof. Eq. (3.15) follows from (3.10) with m = ¢. This implies a = o, where o is defined by
11— é = % Hence,

o ifr <¢,then2 <o <pandweset L= g—i—l—;(’ &0 ="C,sothat |[ul e < [|ull9|lull}?,

e clse r > ¢, and then p < o and ||ul|ze < ||u||Lrrps=-

Eq. (3.16), follows from (3.8) where o is defined through 1 + % =1+ 5+ 2 observing
that

o If r < 2 then 2 < 0 < p and we set 6 = r — 5, which gives ||ul|z- < [l |90 ] ull 127,

e clse 3/2 < r and then p < o and ||ul|ze < ||ul|rnre -
Finally, (3.17), follows from (3.9), with 1 + 7% —1-1=2 5

2 q o’

o if r < 3¢, then 2 <o < pandweset 0 =L — 1 sothat ||ulze < |lul|f,||ul}’,

r
q
e else 3¢ <7, and then p < o and [|u||z- < ||u||LmLoo. L

Lemma 3.13 (Weighted multilinear estimates II). Assume s > 0, 0 < v < 2, p > 2,
q,r > 1, such that ¢ < 2r, 2 + % =1 and w; € M, wy € L. For u € H, it holds

ry 229() 2-20(%)

1w * |ul*)ul 2 Hw||M+LqHU||L2HUHLme(HUHL2 + Jull ), (3.18)
where w = wy + w, and
2-20(%), 0(%)
[ (wy * [ul?)ull s Sllwgllzallwllgs ™ u HLmLoo

)
(“uHLPqﬂLOOHUHHf, +

ull ). (319
with 6(z) = min{x, 1}.
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Proof. To prove the inequalities we reason analogously to the proof of Lemma 3.12, by using
—o(r o(r

the bound ||u||pe < ||u||j:2 (q)||u||L(p"m)Loo with o = 2¢/, as in the proof of (3.15). Applying this

to (3.11)-(3.12) or (3.14) we obtain, respectively, (3.18) and (3.19). O

4 Local existence

In this section we prove the local existence results stated in Theorems 2.2 and 2.3. We actu-
ally establish more precise and more general versions of these theorems, stated in Theorems
4.1 and 4.2, respectively. The proofs rely on a standard fixed point argument in L{°H; for
the first result, and in addition the Strichartz estimates of Proposition B.5 for the second
result. We give some details for the sake of completeness.

For s > 0 and T > 0, we say that ¢ is a solution to (1.1) on the time interval [0, 7]
if ¢ belongs to C°([0,T], H*) N C*([0,T], H*~') and satisfies (1.1) in H*~!. In particular, a
function ¢ in C°([0, T, H®) N C*([0,T], H*~') is a solution to (1.1) if and only if it satisfies
O (e Vy) = —ie™V) ((w* [¢0y|*)2py) in H*' and thus if and only if it satisfies the Duhamel
equation

t
Py = e MVqpy — / TN (w ke o ), dr (4.1)
0

in C°([0, T, H*).
We introduce the notation X7 := C°([0,T], H*), endowed with the norm

[l xz == sup ||¢] a=
0<t<T

Moreover, for w € Wy, (see (2.1)) we set

: d
- ifs < 4,

“w” = infq>1:weL<1+L<><> Hw|‘LQ+L°<> if s = g, (42)
||wHM+L°° if s > g

The next result readily implies Theorem 2.2.

Theorem 4.1. Let s > 0 and w in W, ,. For every initial datum 1y in H?, there exists Tiax
in (0,00] such that the Duhamel equation (4.1) associated with (1.1) admits a solution 1
in C°([0, Tax), H*) N CH([0, Tnax), H*™') where either Thayx = 0o or limy_,q,, ||¥¢||gs = oo.

If T > 0 and 1), 1 are two solutions in X of (4.1) with initial data vy and g in H?,
then, for some Cy > 0,

1 =Dl < 0 = Gollaz= exp (Callwl| (1 xr + [191]x7)%)- (4.3)

In particular, for any 0 < T < Tyax, the solution 1 to (1.1) on [0,T] associated to the initial
datum vy in H® 1s unique, and the map

H* > g — b € C°([0,T], H*) N C*([0,T], H*™)

1S continuous.
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Proof. We first show the existence of a solution for short times 7" by a standard contraction
argument. Let 7' > 0. The operator (V) is selfadjoint with form domain H'/? and hence
generates a strongly continuous unitary group e *‘V) acting on L?. For v in H® and ¢ in
C°([0,T), H*) we write

v = e Ty, f(t)Z/oei<f-t><v><w*!wmr?)wmdn T(W) =0 —il(v).

The Duhamel formula (4.1) then reads ¢ = T (¢). The proof relies on usual contraction
arguments.

We consider first the case 0 < s < %l . We define o, by 1 = %+ 0%1 For q € {o0, &
1 s 1

as 5 =
2 d + Od/(2s)

J€Zs=17/(37Z),

’ 25

, we get |lul|peq2 S ||ullgs and thus, using (3.10), we get, for u; in HS,

1w * (wou))uslls < > Mwllzao Y gl gl onz ugeal o
qe{oo,%} JEZ3

S llwll

d
L2s°
JEZ3

Thus, for R = ||¥©||x, = ||¢o|lzs and ¢ in B(x¥©, R) in X, (4.4) yields

t
1T = 6w = W@l < [0 ¢ )t
STl gy 300 el

S TRl

s

L2°°L

Hence, for T sufficiently small, 7 sends B(¢(9), R) into itself.
Consider ¢ and 15 in B(1)(9) R), then again by (4.4),

1T (1) = T (W2)ellms < N (W1)e — L(2)ellar

s(/jumu*|¢uﬁﬁ>wLT—-@u*|szP>¢ZA

er - (le,r”Hs + szrHHs)Q
/¢1J-_

HsdT

STwll, g
< TR?|

Lﬁf O p Lo

P

Hence, for T sufficiently small, 7 is strictly contractive on B(¢(9), R).

Similarly, for s = g by assumption w € L¥* 4+ L* g > 1. We write ¢ = 2% for some

v < 4. By definition of v and o, (which we recall is such that 1 = % + U%), for ¢ € {oo, £
it holds ||l foq2 < fJullge < ||u||H% Hence applying (3.10) again for ¢ € {oo, £}, we have

I(w s (o)l g S el g, TT sl g (45)
JEZL3

for some v < %l. We can then repeat the arguments of the case s < %l to obtain the stability

and contraction properties of 7, where ||wHL% oo will be replaced by ||w||pa.cotro, ¢ = 55
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Finally, for s > d/2, using (3.10), (3.7) and ||u||p~ < ||u||g= we obtain

[1(w * (uous))uzl| e

< wllae > Mugllers g | oo el e + Jwllzee > Jlug]

JEZ3 JEL3

S llwllveze TT sl (4.6)

JEZ3

Hs Uj+1||L2||uj+2||L2

The proofs of the stability and contraction properties then go along the same lines as for 0 <
s < £ but with ||wHL%,OO+Loo replaced by ||w|| pma -

By standard arguments a solution ¢ of (4.1) can be extended to a solution (again denoted
by 1) in C([0, Timax), H®) with a “maximal” time of existence Tyax, such that either Ty, =
00, or limyy7,. || ¢t]| gs = o0.

We now prove the uniqueness of the solution and the continuity with respect to the
initial data. Consider two initial data g and 1;0 and corresponding solutions ¢ and 1; with
maximal times Tiax and Tiax, and 0 < T < min{TmaX,T max}- Then, using the Duhamel
formula, (4.4) or (4.6),

1 = Gellars S 10 = dollars + [|wl] /0 (el + lldbellaze) | = 7=

< llvbo = ol + Nl (1l xr + WIIXT)Q/0 7 =l zredr .

Gronwall’s inequality then yields for ¢ in [0, T7:
1o = Dullars < N0 = Pollars exp (Callwl| (0] + [1P]1x2)%) -

Hence (4.3) holds for any 0 < 7" < min{T yax, Tmax}.

Then it makes sense to define the maximal time of existence T},,x of the solution with a
given initial datum.

Finally we show that ¢ belongs to C'([0, Tinax), H*™'). We first remark that for any
f € H?® we have

eV f) = —ieT V) f

is continuous and bounded as a function of ¢ with values in H*"!, as (V)f € H*! and
t — e %V is strongly continuous and bounded on H*~'. We have then found e “V)tf ¢
C'([0,T), H*"'). By assumption 1)y € H*® and therefore e~ *Vty € C*([0, 7], H*~'). Simi-
larly, we know that ¢ € C°([0,T7], H*), hence (w * |¢,[*)1), € H*® uniformly in 7 € [0, 7] for
any T' < Tpnax by (4.4), (4.5) or (4.6), and as H* C H*"! and

t t
&/¢WWWwﬂwmww=W*mﬂw+/@@“WWWMwﬂwﬁhem*
0 0

we get that I(¢)) € CH{([0, Tax), H*™'). We conclude that both terms in (4.1) are then in
CH([0, Tmax), H*™') and therefore ¢ belongs to C!([0, Thax), H*™') as claimed. O

Now we turn to the proof of Theorem 2.3. The argument is similar to that used in the
previous proof, using in addition the Strichartz estimates given in Proposition B.5. We have
the following result involving any admissible pair (a,b) for the Strichartz estimates (either
wave admissible or Schrédinger admissible). For s < (d + 1)/(2d + 2), it implies Theorem

2.3 by taking 3 =0, 1 = (62111)5 and § =1 — dzﬁ, and likewise for s > (d+1)/(2d + 2).
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Theorem 4.2. Let 0 < 5 < 1 and (a,b) be an admissible pair for the Strichartz estimates
of Proposition B.5 and s > 3+ 1 — 1. Let w € LY=2-° 4 1> For every initial datum v
in H® there ezists Tiax in (0,00] such that, for all 0 < T < Thax, the Duhamel equation
(4.1) associated with (1.1) admits a unique solution

¢ € C[0,T), H) nC ([0, T], H*~Y) N L*([0, T, L*?),

where either Tha = 00 or limyg,,. [Vl + ||| Lo (o1, 202) = 00. Moreover, for any
0 < T < Thax, the solution ¥ to (1.1) on [0,T] associated to the initial datum 1y in H® is
unique, and the map

H* 3 4o — ¥ € ([0, T, H*) N C*([0, T], H*~*) N L%([0, T], L*?)
18 continuous.

Proof. As in the proof of the previous theorem, it suffices to solve the Duhamel equation
(4.1) using a fixed point argument. More precisely one verifies that the map T defined in
the proof of Theorem 4.1 is a contraction in a suitable ball contained in the space

Yy := C°([0, T, H*) N L*([0, T, L>?)

endowed with the norm

T 1/a
not [ [ Irlgaadr] "
0

Using the Strichartz estimates from Proposition B.5, we see that (with the notations used
in the proof of Theorem 4.1)

[llyz := sup |[|¢y]
0<t<T

Hs dr.

T
IT@) = 6O paoz.o < / I (w # [ P

We can then proceed exactly as in the proof of Theorem 4.1. The only difference is the
estimate of the part wy,,—2) of w belonging to LV (®=2).2¢  Using Holder and Young inequalities
in Lorentz spaces recalled in Section 3.2, it can be handled as follows:

_2
YellZpedr S T2 [0]13,

(4.7)

T T
/ | (woyp—2) * |07 |P)0r || pr=dT S ||wb/(b—2)||Lb/(b—2)ﬁ°°/ |4~ |
0 0

HS

The contraction property of 7 can be proven similarly. The rest of the proof follows the
arguments used at the end of the proof of Theorem 4.1. O

5 Global existence for long-range potentials

In this section we prove Theorems 2.7 and 2.9. To do so, we use the conservation of the mass
and energy (see (1.2) and (1.3) for the definitions).

The proof of the next lemma is analogous to that in [45, Lemma 2|. We do not reproduce
it here.
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Lemma 5.1. Let s > 0, w as in Theorem 4.1 or 4.2, and let ¢ be a local solution to (1.1)
given by Theorem 4.1 or 4.2. Then, for allt € [0, Tinax) it holds

M(¢t) = M(T/JO)-

Moreover, if s > %, for all t € [0, Tinax) it holds

E(i) = E(to).
Now we can prove the global existence of solutions to (1.1) stated in Theorem 2.7.

Proof of Theorem 2.7. Let s > %, o € H® and w € Wy /2 = L4 + L[>, Since Wa,1/2 C
Wa.s, Theorem 4.1 shows that (1.1) admits a unique local solution ¢ € C%([0, Tiax), H®) N
CH([0, Trnax), H*™'), for some Tpac > 0, and that either Ty, = 00 or [[iy]lgs — oo as
t — Tmax- Therefore is suffices to show that ||¢);| s is uniformly bounded for t € [0, Thyax)-
Since 1y is a local solution in H® with s > %, we can apply Lemma 5.1. This yields

Bl = B 2 5490l — 1 [ Pl 6.)
Writing w_ in the form w_ = (wg)_ + (We)- € L + L, we use the inequalities
[(woo)— * [r | oe < [[(woo) -l o 197172 = [l (woo) [l 2= [0l 22
and
1(wa)— # [ [l < H(wd)—HLdmH|¢T|QHLé,1 = | (wa)Npaoellerll” 24,

< Csll(wa)-llpecelI¥- 17 5

to bound the integral
’/(w— [ ) e [* | < (weo) -l vol 72 + Csll (wa) | ace w212y 1400|752

where C’s is the constant in the Sobolev embedding H% — Li12, Applying this bound in
(5.1), we obtain

1 1 1
B(go) + 7 weo)llellollis > Sllenl y (1 = 5Csll(w)-lla Iol3a).

Hence, if ||(wq)_ || pas||¢00]|?> < 2C5", we have

1
sup [[4- || 1 < E(tho) + Z||(woo)—||L°°||77Z)0”i2' (5.2)
720

Now, by Duhamel’s formula (4.1) and the estimates as above with w instead of w_, we
have, for all ¢t € [0,7] with T" < Tipax

t
o R L ey (A YT
0

e S Yol

fe dr. (5.3)
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Together with (5.2), this yields

Hs dT,

¢
Vel s S Nlvbollas + ||w\|Ld,oo+Loo/0 19+
and by Gronwall’s inequality we obtain that for some C' > 0 and all ¢ € [0, 71, it holds

[l s S 190l

Therefore, we have a uniform bound on |[¢;||gs on any arbitrary time interval [0,7]. As
argued above, this implies that the solution 1 is globally defined. O

Ct

Hs€

For small energy initial data, the class of admissible potentials can be extended using
the Strichartz estimates of Proposition B.5. The next result implies Theorem 2.9 by taking

_ 1 _ 1 _ d-1
5—0anda—b——2d+2.

Theorem 5.2. Let s = 5. Let 0 < § < 1 and let (a,b) be an admissible pair for the

Strichartz estimates of Proposition B.5 with b < a. There exists a universal constant Cy > 0
such that, for all w even of the form w = wg/ + We € LY/(0=2)00 4 [0« [42 4 [ and
Yy € H: verifying

1 (way2) -1l g (E(v0) + l[(wso) [z |90l 72) < Co, (5:4)

and
Iwar2)-ll 4 Ioll2.y < Co, (5.5)

Eq. (1.1) admits a unique solution

by € CO([0,00), H2) N CH([0, 00), H™2) N L2 ([0, 00), L*?).

loc

Proof. Let w € L¥®=2°° 4 [ and let ¢ be a local solution to (1.1) on [0, Tax) given
by Theorem 4.2 (note that 1) exists since g € H? and % > % + % — %) By the blow-up
alternative stated in Theorem 4.2, it suffices to show that ¢ +— ||¢)4]| g1/2 is uniformly bounded

on [0, Tinax) and that ¢ — ||¢¢||» belongs to L([0, Tinax))-
Using the energy estimate (5.1) from the previous proof and Holder’s and Young’s in-
equality, we obtain, for all ¢ € [0, Tiax),

el y < Ee) + l(wayz) -l parz el g + | (woe) -l e [l 72
= E(to) + (waj2)-llarellvell y + I (wee) [z [lvoll 72,

where we used the conservation of the mass and energy (see Lemma 5.1) in the equality.
Setting

Xe=lell? ), A= l(wage)-llaz €= E(o) + [[(wso) -l 4ol 22,

the previous inequality gives that AX? — X, +C > 0 for all ¢ € [0, Tax). If (way2)- =0,
then Hthfq% is uniformly bounded on [0, T},.x) by C. Otherwise, letting 6 := 1 — 4AC and

choosing Cy > 0 small enough, (5.4) implies that 0 < ¢ < 1. Hence, for all ¢t € [0,T], X,
belongs to [0, (1 — 82)/(24)] U [(1 + 62)/(2A), 00). Now if Cy is small enough, one easily
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verifies using (5.5) that X, < (1 — 02)/(2A). By continuity of ¢ — X, this implies that
X, €10,(1—62)/(24)] for all t € [0, Thax).

We have thus shown that [[¢|, 1 is uniformly bounded by (2|(wq2)- | £ar2) ™t on [0, Tnax)
(or by C if (wa/2)— = 0). To prove that ||1);]|zs.2 belongs to L*([0, Tihax)), We use again the
Strichartz estimates from Proposition B.5 together with (4.7), obtaining for all 0 < T' < Tyyax,

T
1l oo o) S ol y + / I % [ Y|,y dr
0

T
S ol 1 +/0 (lwsollzoe ol Z2 9l g + Nwll oo [0zl 7 10021l 3 ) dT
< Ch(w, M (), E(to))(1 +T) + Calw, M(tho), B@o)) T 6113 a0 11,102,

for some positive constants C;(w, M (), E(1y)) depending on w and the mass and energy
of 1. Fixing Ty > 0 small enough (depending only again on w and M (1), F(1y)) and
arguing as before, we deduce that

HwHLa([U,TO},Lb’?) S Cs(w, M (o), E(10))-

Choosing an integer n large enough so that Ty > %Tmax =: 1T} yields

n—1
191500 e 252 = D Moy 41y, 202 < 00,
§=0
which by the blowup alternative stated in Theorem 4.2, conludes the proof. O

6 Global existence and pointwise time-decay for short
range potentials

In this section we prove the global well-posedness and time-decay properties of (1.1) stated
in Theorem 2.10. We use the time-decay properties of the free flow associated to (1.1). This
will allow us to consider interacting potentials w € M+ L, 1 < g < %d for d > 3.

In Appendix B (see Lemma B.3), we recall that the solutions of the linear equation corre-
sponding to the free dynamics associated to (1.1) satisfy the following time-decay estimates
for all f € H*" N H*:

le™™ fllosnzee S 0= llge e (6.1)

d R T 1,1 _ 1
forany2§p§oo,32§+1,W1th5+pf1and5+5—§.
Now we are ready to prove Theorem 2.10.

Proof of Theorem 2.10. We will construct a solution to the Duhamel equation

=l i [ ) 1 ), dr (6.2)

0

To simplify the notations, given s, 7, p as in the statement of the theorem, we set S := S*"P
where S*"P was defined in (2.6).
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Eq. (6.1) ensures that the free evolution wt(o) isin S. For ¢; € S, j € Z3s = {0,1,2}, we
set

t
T(po. 1, 02)(t) = / T (w0 % (9orp1r)) o dr
0

We first show that I is well-defined on S?, with values in S. It follows from (6.1) that

Hs dT

t
11 (w0, 1, 02)||s < Stglg/ | (w * (por01,7)) P27
0

HsnHs:P' dT . (63)

t
d _4a
+Sup<t>'”'/ (t = 1) ||(w * (oro1,7)) Prl
0

t>0

Let wy; € M and w, € L? be such that w = w; + w,. Using (3.7), we obtain

/ l(wn * (Gororn)) eanlledr < leos]la / S s luellgssnslli=llpsor liedr

JE€Z3

< Junllwe TT leslls / A tdr

JEL3

oz ,
and similarly, using (3.15) ||90j77||L(p%)Loo < <T>72%0(5)||30j||5 we

have

t
dg(r
[ 105 Gorore) eucllde S i T] Nesls [ tri- 5 ar,
0

J€EZ3

where we recall that (u) = min{1,u}. We can proceed in the same way to estimate the
second term in the right-hand side of (6.3). Using the bound (3.16) twice, we obtain

mengsy AT

(t)or /0 (t — 7'>_2%”(w1 * (0or017)) Porl
S [lwnla H 51l <t>2dr/0 (t — T>_% <<7—>—g + <T>—%0(r—%)> dr,

JEZ3

while (3.15) and (3.17) lead to

o AT

0 [ N rer)) e
d ! _4a _dg(r _dg(r_1
S laler [T losls @ [ 6= )% ()70 4 (6D ar.
0

JEZL3
We then observe that if @ > 0,0 > 1, then

sup (£)” /0 (= () dr < oo, (6.4)

t>0

which we can apply with a = £ and b € {%, %9(2), %9(2 — 1), 46(r — l)} Indeed, since

r > 1, we have

win {200

r'r q’

Q3



<:>m1n{

d

1 >1
2r d
1

< -,
q

+ QlH
Q= |-

1
-
1

<o

which is true by assumption. Therefore we have shown that I is well-defined on S®, with
values in S. Moreover, taking the infimum over all the decompositions w = w; 4+ w, with
w; € M and w, € L9, we deduce that

1(p0, 01, 99)lls < Clwllaess [T lesls (6.5)

JEZL3

for some positive constant C'.
Now we seek for a fixed point of the map 7 : S — S defined by

T() =0 =il (¢, 9,4).
We consider the restriction of 7 to the closed ball

B = B0, [00]5).

The bound (6.5), for v in B, gives

IT@) = ¥ Plls = (@, &, ¥)ls < Cllwllaerall¥lE < Clwllaeezs8llw® %

It follows that if ||wl|srrel|¥]|% < 55 , then T sends B into itself.
Now we verify that 7 is a contraction on B. Using again (6.5) for ¥1,, € B yields

1T (1) = T(@Wo)lls < (M (1,901,900 = )l + 1 (1, 01 — P2, v02) s + 11 (1 — 2,2, 90) [l
< 3C|lwl| s zallr — vlls(llenlls + [le2lls)®

< 48C|[wl| aas 2ol — sl 5.

It is thus sufficient to have ||w||M+Lq 192 < L= in order for T to be a contraction on B ,

18C
this is true for ||wl|aqpre||[tol?

Honpew Sufliciently small as the assumption requires.

We have thus proven that 7 has a fixed point in B, which gives the existence of a solution
¥ to Duhamel’s equation (6.2). The fact that this solution ¢ belongs to C°([0, 00), H®) N
CY([0,00), H*~1) follows from the previous estimates and standard arguments. Inequalities
(2.8)—(2.11) are also direct consequences of the previous estimates.

Uniqueness of the solution follows from the blow-up alternative in Theorem 2.2. O

7 Maximal velocity estimates
In this section we prove our first result on the speed of propagation of the solution to (1.1).

We first prove Theorem 2.4, which holds under a convexity assumption, in Subsection 7.1
and then Proposition 2.6 in the case of general sets in Subsection 7.2.
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7.1 Convex sets

In this section we prove Theorem 2.4. If the initial data i)y were in H® and the potential w
in Wy s with s > 1, then Theorem 2.4 would be a corollary of our article on maximal velocity
estimate for non-autonomous pseudo-relativistic Schrodinger equation [6], since in such case
we could write a solution to (1.1) as ¢y = Uppy with U, = Uy the propagator generated
by (V) 4+ w * |[1;|2. In this section we prove that the maximal velocity estimate for (1.1) as
stated in Theorem 2.4 holds even for s > 1/2, assuming that the sets X and Y are convex
and using several lemmata from [6] together with a final argument which avoids the use of
the concept of propagator. Restricting to more regular initial states ¢y in H® with s > 1 will
allow us, in the next subsection, to prove the maximal velocity estimate for general subsets
X and Y as stated in Proposition 2.6 by using the results of [6].
The main idea of the proof of Theorem 2.4 is that, for a well chosen function ¢ it holds

Ly tllze < J[1ye ™l le™" 4|2 : (7.1)
— —
< exp (—%) < exp(t) exp (—W) lloll 12
where the e~“(®)1), part is estimated through a Gronwall argument. To reach those estimates,
we need several lemmata from [6] that we recall without proof. The first one is a quantitative
separation lemma which allows us to introduce the function ¢ appearing in (7.1).

Lemma 7.1 ([6]). Let X,Y two convex subsets of R? such that dist(X,Y) > 0. There exist
zo in R and a unit vector n in R? such that the affine functional £(z) = n - (x — o) satisfies

1 1
Vee X, l(x)> §dist(X, Y) and  NVrxeY, [((z)< —§dist(X, Y).

From now on, in this section, we consider ¢ as in Lemma 7.1 and for all ¢ > 0, we
introduce a bounded regularization of ¢ by setting

le(x) := fe(b(x)) = fe(n - (z — 0)),

where f.(r) = f(er), f € C®°(R), f(r) =7 on [-1,1], 0 < f/ < 1 and [’ is compactly
supported.
For all € > 0, we define the operator G. on H'(R?) by

1
G, = Im(eéf(x)(v>e’zf(w)) _ 5(685(@")<V>645($) _ efés(x)<v>e€e(w))_ (7.2)
i
Lemma 7.2 ([6]). For alle > 0, G. extends to a bounded operator on L?, with
sup [|Ge||(r2y < oo.
e>0

For all z € C\ (—00,0), we write v/z = /|z[e2*%() with —7 < Arg(z) < 7 and for all
£ € RY, we set

f(€) = VIEE P +1=/EF£2in € (73)

Lemma 7.3 ([6]). For all £ € R?, the bound

[Im [y ()] <1
holds.
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We define the operator Gy on L? by
Go = Tm(f,(—iV)) = Flm(f,(€)) F. (7.4
It then follows from Lemma 7.3 that
|Gollsr2) < 1. (7.5)
The next lemma shows that Gg is the weak limit of G, (defined in (7.2)) as € — 0.

Lemma 7.4 ([6]). We have
G, = Gy, e—0,

weakly in B(L?).
We are now in the position to prove Theorem 2.4.

Proof of Theorem 2.4. For 1y in Cs° whose support is included in X, the integral form of
Hartree’s equation (1.1) yields:

t
le™ |72 = lle™*bol[72 + QIm/ (€%, e *[(V) +w * |10, [*Jtr) p2dr
0
t
= [le”*4o[72 + 2 Tm / (€%, e (V) e ") p2dr
0
t
= |le 1 xtp22 + 2 / (e )., Gee " ),) padr . (7.6)
0

Lemma 7.2 provides a uniform control of |G.||z2), and thus there exists C' > 0 such that

C = sup ||GE||B(L2) < +00.
e€(0,1)

This, along with Lemma 7.1 about the separation of the convex sets X and Y gives

t
le™ 4|72 < ™= |72 + 20/ le™* - |[72dr .
0
It is then possible to use Gronwall’s Lemma to get
le™ 4|72 < SO E g 2 (7.7)

which resembles the estimate in (7.1). It remains to take the limit as € goes to 0, obtain 1
instead of C' and replace ¢ by 1 in H*.
The square of the L? norm of e, can be split into two terms:

/ e2ég|z;t|2:/ €2Z5|1;t|2—|—/ 672£E|1;t|2.
Rd £(z)>0 £(z)<0

The first term on the right-hand side converges to fE(:c)>0 e % |1ﬁt|2 by Lebesgue’s domi-
nated convergence Theorem while the second term on the right-hand side converges to
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fe(;c) <0 e |gﬁt|2 by Beppo-Levi’s monotone convergence Theorem. Hence, the uniform bound
in (7.7) implies that e~“4); lies in L2, with bound
le™ abel|72 < 2N o 17,

and 3 )
le™xpe — e~ Wll e —> 0. (7.8)

We wish to take the limit € to 0 in (7.6). We remark that

’<6_€51;T7 G66_45&7>L2 - <6_Z1;7'7 G06_6¢T>L2|
<le 4y — e |l 2 |Gl lle™ rll 2 + lle™ el 2| Gell ey e~ 0r — e 4| 2
+ ](efgwﬂ (G. — G0)€7Z¢T>L2| )

The first two terms on the right-hand side converge to 0 as € goes to 0 using (7.8), Lemma 7.2,
which provides a uniform bound on G., and (7.7), while the third term goes to 0 by
Lemma 7.4, which states the convergence of G. towards Gy for the weak operator topol-

ogy.
As a result, we can take the limit as € goes to 0 in (7.6) and obtain

¢
Heigiﬁtuiz = Heizlxon%2 + 2/ <€7ew7-, G0€7£1/}T>L2d7'.
0
A new application of Gronwall’s Lemma along with (7.5) to control |G|z yields:
le™“@el|72 < € g |,
Using a second time Lemma 7.1, we obtain

Ly ullze < [1ye’llses lle” ullre < == oy 2.

We now consider ¢y in H® such that 1xt¢ = 1. Then, for all 6 > 0 and all T" <
Tax (o), Theorem 4.1 implies that we can find ¢y in Cg° such that Thax(10) > T and

SUD¢e0,77] |y — Yi|| s < 6, hence
11y eullze < 1Ly thillg2 + 6 < e 4o 12 + 6 < eI ([lajg |2 + 6) + 6,

for any § > 0 which implies the bound in Theorem 2.4. O]

7.2 General sets

We now turn to the proof of Proposition 2.6 giving a maximal velocity estimate in the case
of non-convex sets X and Y. As mentioned before, we need to impose more regularity on
the initial states ¢y in order to apply results from our companion paper [6]. More precisely
we must work in a setting where the family of operators ((V) + w x [1;]?); defines a unitary
propagator in the following sense.

Definition 7.5. Let I a compact interval of R and (Ai)ier a family of self-adjoint oper-
ators on L? such that D(A,) N HY? is dense in HY* and A, are continuously extendable
to B(HY? H=Y/%). The map I x I > (t,s) + U(t,s) is a unitary propagator associated to

iatwt = At,lvz)t ) t S -[7 (79)
if and only if
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1. U(t,s) is unitary on L* for all t,s in I.
2. U(t,t) =112 for allt in I and U(t,s)U(s,r) =U(t,r) for allt,s,r in I.

3. Forallsin I, themapt > I — U(t,s) belongs to CO(I, B(H'?)y,)NC (I, B(HY?, H=1/%)4,)
and satisfies
Vt,s € I, € HY? | idU(t,s) = AU(t, s),

1/2

as an equality in H=/*. The index “str” indicates that the considered topology is the strong

operator topology.
Proposition 2.6 will then be a consequence of the following theorem from [6].

Theorem 7.6 (Corollary 1.4 in [6]). There exists Cq > 0 such that, if (Vi)o<i<r, with
T >0, is a family of real-valued potentials such that (U(t,s))o<ts<r 1S @ unitary propagator
associated to ((V) + Vi)o<i<r, then, for any measurable subsets X and Y of RY, it holds

vt € (0,77, 11y U (t,0)1x |52y < Cqe ™Y (dist (X, V)7,
with (r) = V14 r2.

To apply Theorem 7.6 with V; = w * |[1/;|?, it is sufficient to check that it satisfies the
assumptions of the following result from [6]. (Note that this result remains true in dimension

d=2)

Proposition 7.7 (Remark 1.8 in [6]). There exists c¢q > 0, such that for any T > 0, the
following holds: Suppose that for allt in [0,T], V; = Vao s + Vs with Voo in L, Vg, in LB
and

1. for allt in [0,T], ||Vall pa= < ca,
2. SUPyepo,1] [Voo,tllzoe < o0,
3. supyejoq) 10:Vil| Loy e < 00

Then the non-autonomous equation (7.9), with the self-adjoint operator A, = (V)+V, defined
through the KLMN theorem, admits a unique unitary propagator.

It is thus sufficient to prove the following estimates.

Proposition 7.8. Let s > 1, 1y in H® and w in Wys. Let ¥ in C°([0, Tyax), H®) N
CH[0, Tmax), H*™1) be the local solution to (1.1) given by Theorem 2.2. Then, for any
0 <T < Thax, it holds

1. supyepoy lw * ]| L~ < o0,

2. suPyeo, 1y 100 (w o [¥]?) || ooy poe < 00
As a consequence, for all T in [0, Trax), ((V)+w#[¢x|?)icio.r) generates a unitary propagator.
Proof. Let us first remark that if w., is in L*, then:

o ||weo * [10¢]?| L is uniformly bounded on [0, 7] as

lwso # el oo S Nlwsol| e [4ellZ2 = llwsoll e ll9ollZ2 (7.10)
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o [|0i(woo * [t¢|*)]| L is uniformly bounded on [0, 7] as

10 (woo * [1he]*)l| 0w S Ilwoo * (Ve0etfe) || s
S l[wso|[ oo |92l 21Oyt | 2
S Nwooll e 19l s [|Oebe | o

and the right-hand side is uniformly bounded on the compact interval [0, T] using the
continuity of ¢ +— [|¢¢| g= and ¢ — ||Opt)¢|| gs—1 on [0, T] given by Theorem 2.2.

We will now treat the singular part of w distinguishing three cases, depending on the
parameter s, as in the definition of W, ,. In any case we will have that w * [1;|* belongs to
L and therefore the first point of Proposition 7.7 obviously holds.

Case 1 < s < g. We consider a decomposition w = wg/(2s) + Wee With wg/(2s) in Ld/(2s),00
and we, in L*°. The convolution product with ws, can be estimated as above while for the
convolution involving wgq/ 2y We use the Young inequality in Lorentz spaces (Proposition
3.7) in the special case of a L*> function, followed by the Holder and Sobolev inequalities in
Lorentz spaces (Propositions 3.6 and 3.5):

lwa * [l S llwall, g colllel®
Sllwgll, gl 2

Slwall, g vl

L2s

and the right hand side is uniformly bounded on [0, 7] by Theorem 2.2.

We proceed similarly for the time derivative of the term involving the L% (%> part of
the potential:
100 1Pl e S g, * (i) s

Slwall, g0l e
< lhogll, gl o a0l s
Slwall, o, m\lthHsHat%HHs—l

and the last line is uniformly bounded on [0, 7] by Theorem 2.2.

Case s = g. In this case w is in LY + L for some ¢ > 1 and we can assume without loss

of generality that ¢ is in (1,d/2]. Thus we can consider 1 < §' < %l such that % =g¢q. In
particular 1 is in H* and w is in Wea,s. Since s’ is in [1, g), it suffices to apply the previous
case.

Case % < s. For the M part w; of the potential w, we have

[l [Pl e S Nl Tee S Tlwnllaellthl

and the right hand side is uniformly bounded in [0, 7] by Theorem 2.2.
Moreover, with 0 < ¢ < min{s — g, 1}, we deduce from Propositions 3.8, 3.6 and 3.5 that

10 (wn # [l | Lo poe S 10 (wr # [ )]

T—e>®

77 (7.11)
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S lJwr * (%Etat%bt)HL&,oo
S leHMWﬁtthL%E,m
S ||w1||/\/t||1/1t”L°<>||at¢1t||L$,oo
S llwal| el 3t¢t||Hg71+E
S llws ]| el O]

Again the last line is uniformly bounded on [0, 7] by Theorem 2.2.
Applying Proposition 7.7 with V; = w x |¢|*> concludes the proof. O]

HS

Hs Hs—1.

We can now conclude the proof of Proposition 2.6.

Proof of Proposition 2.6. Let 1 be the local solution to (1.1) on [0, Tihax) given by Theorem
2.2. By Proposition 7.8, ((V) +w s [t|*)sco,7] generates a unitary propagator U (¢, s); sefo.r],
for any 7" in (0, Tihax). By uniqueness of the solution ¢ to (1.1), we have

wt = U(t7 0)¢0 = U(ta O)]-XwOa
for all ¢ in [0,T]. Applying then Theorem 7.6 yields Proposition 2.6. ]

8 Scattering and asymptotic minimal velocity estimate

In this section we prove Theorems 2.12, 2.14, 2.16 and 2.18 on the scattering and long-
time behavior of solutions to the pseudo-relativistic Hartree equation (1.1) in the case of
short-range interaction potentials.

8.1 Estimates on the solution in weighted Sobolev spaces

We begin with a preliminary subsection where we prove several estimates on the norm of
the solutions to (1.1) in weighted Sobolev spaces. These estimates subsequently play an
important role in our analysis.

We first estimate the growth of the first moment of a solution in the L2-norm. The proof
is rather straightforward, see [27, Lemma A.1] for a slightly different argument. We recall
the notation 6(x) = min{1, z}.

Lemma 8.1. Let 0 < v < 2. Under the conditions of Theorem 2.10, assuming in addition
that 1 € L%, the global solution v to (1.1) given by Theorem 2.10 satisfies

[0illzz S I¥ollzz + ()[40l 22, (8.1)
uniformly in t € [0, 00).

Proof. From Duhamel’s formula

t
= ety / D) (% [ih,[2)) by dr (8.2)
0

and Lemma B.6, we obtain
t
[ellzg < [le™ o] + / ™= (w s e )|, A
0
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S llbollzz + )7 (1ol 2
(el + = 7w 0]

Using (3.18) and Theorem 2.10, we estimate the first term in the integral as

26(%)

||(w * |w7|2>¢THL§ 5 “w“/\/l—l—L‘i’H7vbT||LPﬁL<>°HwTHL2 ||¢0|

,Q
S <T> o )Hw”/\/l—i-LquO’ HsnHs»' ‘|¢THL2

S eo(r) D 2, (8.3)

and likewise, applying Lemma 3.12 and Theorem 2.10 to the second term we obtain

2-20(2)
HonH

w5 e P)r | 2 S 20(r) @ |2 = 20(r) T [ 12 (8.4)

Since r < d, we thus obtain that

t
_dg(r
[¥ellzz < Nlvbollz + (8)7(1 + o) l|¢bol| 2 +50/ () "D 2
0

Using again that r < d and ¢ < d imply %6(2) > 1, the statement of the lemma follows from
Gronwall’s inequality. O]

We now need to estimate the norm of a solution to (1.1) in the weighted Sobolev space
H? defined in (3.1)—(3.2).

In the remainder of this subsection we restrict the class of admissible interaction potentials
to w 6 M+ L9 with 1 <q < 2. Recall that, for v > i HY — H*N H5 (where, as before
p=2p = r+1) Recall also that Lemma 3.3 1mphes ||< ) (X)Vpllr2 <

Lemma82 Let s > ¢ 5+ 1, maX{ 1} <r< 2 and 1 <q< . Let v > 0 be such that
=<y < 2 There ezmsts go > 0 such that, for all we M+ LA and Yo € H — H*N Hs
(wzthp = ) satisfying

||w||M+Lq||¢0| ?{SQHS,I)’ S €0,

the global solution v to (1.1) given by Theorem 2.10 satisfies

[42] ws + (87|40l

HS S S ol HsNH*?'
uniformly in t € [0,00).

Proof. Duhamel’s formula (8.2) and Lemma B.6 give
(|94 Hs = H<$>7<V>s¢t”p
t
<[l Y| + / le =) [(w [, )eir] || 5 A
v 0 v

S [vollms + 7|40l 1
dr

+/0t(H<w*wT|2>wT|

N e (R R
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Using (3.13) from Lemma 3.11 and (3.19) from Lemma 3.13 and the embeddings H* < L?,
H® — L2 H* < LPNL® < L> (since p,2¢" > 2), we estimate the first term in the
integral as

)y 0
|| (w * [obr ) | e Vel ponpee 197 s

e S < el vtz 18- 7

Applying (2.8) and (2.10) from Theorem 2.10 therefore implies that

| (w |27 %)2 |

_dg(r
i S ATl szl 90l o 107

< eo(r) 5Dy |

Likewise, applying Lemma 3.12 and Theorem 2.10 to the second term in the integral above
we have

3-26(%)
| (w |9 ) || o S ||w||M+Lq||77Z}T||LPﬂL°°||¢T| He
<) D w0 g 210 1 g (8.5)

Hence, since r < d and ¢ < d, it holds

t
_dg(r
< Ozl ol oo / ()~
0
< co(t)I4o|

/0 (t = )| # [ P |l

HsnHs?' -

Therefore we have shown that

4]

a1 (14 £0)(t)7[[ 0]

s S 1ol m:dT.

t
_dpr
HsmHSvP'+€O/<T> 27»9((,)H¢T|
0

Since r < ¢ and ¢ < £ imply £ 9( ) > 1, the statement of the lemma follows from Gronwall’s
1nequahty O]

We will need yet another related, auxiliary result, which will be used in our proof of the
invertibility of the wave operators in Theorem 2.14.

Lemma83 Let s > 4 5+ 1, maX{ 1} <7"< and 1 < q < r. Let v > 0 be such that
=<y < 2 There ezmsts go > 0 such that, for all w € M+ LT and iy € HS — H*N Hs
( with p = ) satisfying

||w||M+Lq||¢0||quQH$,p’ S €0,

the global solution v to (1.1) given by Theorem 2.10 satisfies

||77Z)t||LpﬂL°° (t >7_27||¢0

(8.6)
uniformly in t € [0,00).

Proof. Starting with Duhamel’s formula (8.2) and applying Lemma B.7, we estimate

t
ol < el g+ [ e s [62)6] g 0
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_d
S ol + (O 2 %ol grsrprsar

# [ (s ey

Using (3.13) from Lemma 3.11 and (3.19) from Lemma 3.13 we estimate the first term in
the integral as

[[(w * [eb-[*)r |

where we used that r > ¢ and 2¢’ > p under our assumptions. Now, as mentioned above,
v > £ implies |[¢o]| gornps S |20l ms and hence Lemma 8.2 yields ||¢-||ms < (7)7([vbol|ms-
Applying this property and (2.8) and (2.10) from Theorem 2.10 to the previous inequality
we obtain

| (w [, %) 2|

_d
Hs + <t - 7—>7 2

(w |97 [*)r |

) dr.  (8.7)

HsnHs»'

ws S Nllmszallorponse (1= ooz - s + e s -l e ),

_d _d
ws S Nwllmrallollzyen e (77 10l + ()72 1l 22010)

< co((r) " ol + ()7 [9e | ppnes)- (8.8)

We can proceed similarly to estimate the second term of the integral in (8.7). Indeed,
applying (3.15)-(3.17) from Lemma 3.12 we have

1w % [ ") |

YrllZonre
_d
S lwllateLo(m) ™ 1ol o o
_d
S eo(m) 7 |90l as (8.9)

where we applied again (2.8) and (2.10) from Theorem 2.10 in the second inequality, and
used the embedding HS — H*® N H*?" in the last one. Analogously, thanks to (3.16)-(3.17)
from Lemma 3.12 and Theorem 2.10 we obtain
—dg(p_1 —dgz_1
1w * [1)r*) b ((r)~#02) 4 (r)7r06m2)),
Now we remark that, for d > 3, we have r — % > 1 and g — % > 1, while if d = 3, then by
assumption it holds 1 <r—1 < land § < 2—% < 1 and therefore <T>_%0(T_%)+<T>_g9(g_%) <

(r)~% . With these properties and the embedding HS— H*°NH 7" we conclude that

_d
1w e )l o S €04T) ™2 200
Combining (8.7) with (8.8)-(8.10), we obtain

e S ||l marel| Ve || s

Hsp' S HwH/\/HLquO‘ ?{SMHS’PI

H - (8.10)

t

w( [t tars [(ortar)

t
_d
+o [ FWlgnusdr
0

16l sz S 4673 ol iz + ool

t
_d _d
S I PO (R Pt
0

where in the second inequality, we used the property

t
sup<t>“/ {t—7)""1)""dr <oo foranya>0, b>1
>0 0

with b = 2%. Using again that % > 1, the statement of the lemma follows from Gronwall’s
inequality. O
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8.2 Scattering states and wave operators

In this subsection we establish the scattering results stated in Theorems 2.12 and 2.14. We
begin with showing that, for short-range interaction potentials, any global solutions to (1.1)
given by Theorem 2.10 scatters to a free solution. The proof straightforwardly follows from

the multinilear estimates stated in Lemma 3.12 and the regularity and decay properties of a
solution obtained in (2.8)—(2.11).

Proof of Theorem 2.12. We recall that ¢, is defined as

Yy =ty — z/o eV (w x [ [P, dr

First we note that 1, is well-defined in H*® since ¢y € H® and, using Lemma 3.12 and
Theorem 2.10, we have

o(z)

2 3-260(%) _dpy(r
[ Y A i =T € Sl Y

1€ (w s [, |

HsnHs?"»
(8.11)

which is integrable over [0, 00) since r < d and ¢ < d imply %0(%) > 1. Next it follows from
Duhamel’s formula that

¢t _ e—z’t(V)¢+ _ Z/ eiT(V)(w % |¢7—|2)’¢7— dr.
t

Applying (8.11) gives (2.12) (or more precisely (2.14) in Remark 2.13).

To prove the continuity of W, let 1o, 1o in Bpenpe (0,) and let 4y, 4y be the corre-
sponding solutions to (1.1) given by Theorem 2.10. Then applying again Lemma 3.12 and
arguing as in the proof of Theorem 2.10, we obtain

€7 (w s 1 *)ebr — € (w [ ) |

Hs
_dg(r ~
S eo(r) "o — Poll rosress
which in turn implies that
IWitbo — Wetbollms S 1o — Dol grongon-
This implies the continuity of W,. O]

In order to prove the invertibility properties of W, stated in Theorem 2.14, we first have
to justify the existence of the wave operator {2,. As mentioned in the introduction, the
Cauchy problem at oo for the pseudo-relativistic Hartree equation, Eq. (2.15), can be solved
exactly as in Theorem 2.10, considering the integral equation

by = =1y, 4 / e~ (1 5 [, ), d,
t

and then applying a fixed point argument in S®™ (recall that the norm in S*"? has been
defined in (2.6)). This leads to the following result.
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Proposition 8.4 (Solutions to (2.15)). Let s > 4+ 1, 1 <r <d and 1 < g < & be such
that é + 2% < %. Define p by the relation 1 = % + %.
There exists €g > 0 such that the following holds: for allw € M+L4 and . € HSNH>
satisfying
[l atsro 104 Fraprenr < €05 (8.12)
Eq. (2.15) has a unique solution 1) in S*™P.
Given this theorem one can mimic the proof of Theorem 2.12 to obtain the existence and

continuity of the wave operator mapping any scattering state ¥, to the corresponding initial
state 1.

Theorem 8.5 (Wave operator). Under the conditions of Proposition 8.4, there exists d,, > 0
such that the (non-linear) wave operator

Q+ . BHSQHSJ’I (611)) — HS,

by o> by = 1y 4 / &) (w x [, 2)y dr,
0

18 well-defined and continuous.

Our next purpose is to identify a subset
AC BHSOHSvP'(5w>

such that Wy : A — Byqysw (0w) and Qp 0 A — Byeqysw (0w), which allows us to give a
meaning to the expressions 2, W, and W, Q, ¢ for ¢ € A. The next theorem shows that,
provided we restrict the class of potentials to w € M + L? with 1 < ¢ < g, it suffices to
consider for A a closed ball with sufficiently small radius in H3, where we recall that

sy = [1(2) (V) ¢l 2

el

Note that Theorem 8.6 readily implies Theorem 2.14. The proof relies on the estimates
obtained in Section 8.1.

Theorem 8.6. Let s > g—l— 1, rnax{l,il} <r< g, 1<qg<rand % << min{Q,g —1}.
There exists €9 > 0 such that, for allw € M+ L7 and vy € H; such that
Jwll pepalloll3snpren < €05

we have
Wby — to
Likewsse, for all ¢, € H3 such that

H: < €ollvollms- (8.13)

Jwll me Lo 194 [ 3y m e < €05

we have
192404 —dillmy S colltot |- (8.14)

In particular, there exists 6, > 0 such that

QWip=W,Qup  forall ¢ € Bpys(dw).
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Proof. Since 1 < ¢ <r < %, the conditions in Theorem 2.12 are satisfied and hence the
expression of W1, gives

||W+77ZJ0 - 77Z}0|

w < [ eV [ ey 0
0 Y
Using first Lemma B.6, we estimate the integrated norm as

e )2 w26 5 o % i 2|

Hs®

e (77| e |
Combining (8.6) and (8.8), we obtain

[ (w * [9r )|

_d
e S ot ol
Similarly, by (8.9) we have

(YN (w s [0 P)ebr s S 20d) % (leboll e

Since v < ¢ — 1, this implies (8.13). The proof of (8.14) is identical.

Now since HS < H® N H*" | we deduce from (8.13) and Theorem 8.5 that, for d,, > 0
small enough and for all ¢ € Bp:(d,), 24 W,i¢ is well-defined. The fact that Q. W, = ¢
then follows from the definitions of W, and ;. The same holds if one inverts the roles of
W, and €, m

8.3 Average velocity and instantaneous velocity

This subsection contains first justifications that the average velocity and the “instantaneous”
velocity converge to each other as ¢ — oo. The results obtained here will then be used in
the next subsection to prove the propagation estimates stated in Theorems 2.16 and 2.18.
We recall the definition of the instantaneous velocity operator © := —iV(V)~!. Note the
following identity
Vg2~ MYV) = (1 + 1), (8.15)

which follows from direct computations, and recall that L? is the weighted L? space, with
weight (x).

Proposition 8.7. Under the conditions of Theorem 2.10, assuming in addition that vy € L3,
the global solution v to (1.1) given by Theorem 2.10 satisfies

(00 (5-0) 00} S (0724 (> ) ollzy =0, ast - oo

Proof. Using (8.15), we rewrite

<wt, (— - @) wt>L2 = t%(e”<v> 22"V . (8.16)

Duhamel’s formula gives
t
Vithy = apy — 2/ eV (w x |1by | ), dr, (8.17)
0
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and we can therefore estimate

e ]| 15 < ollzz + /0 t €7 (w x [ [P)r | 5 dr (8.18)
Applying Lemma B.6 gives
N R N [ [ e L e [ S ol ([P T e
Combining (8.1), (8.3) and (8.4), we then obtain
1767w s Jre Y| o S 20 et

Since gQ(g) > 1, this implies that

t
. _dp(r
[ bt 5 ol il
0

Together with (8.16)—(8.18), this gives the statement of the proposition. ]
The previous proposition, combined with functional calculus, implies the following result.

Proposition 8.8. Under the conditions of Theorem 2.10, assuming in addition that ¥ € L3,
the global solution v to (1.1) given by Theorem 2.10 satisfies

[(r() - r0n)en

for all f € C*(R).

ST+ D) ol = 0, ast — 00,

L2

Proof. Let F' be an almost analytic extension of f. This means that F' € C°(C), Flg =
[ and, for all n € N, |%£(2)| < C,[Im(2)|", with C,, > 0. Using the Helffer-Sjéstrand
representation (see e.g. [16]), we write

2

(%) - re?

2
— l g_i(z) (x_Q _ z) - (@2 — %2) (0% — )" 'dRe(z)dIm(z)
ZZ( )(— — z) B (@ + %) . (@ — %) (0% — 2)"'dRe(z)dIm(z)

1 [ S5 —2) e - =) dRefe)im(e),

where [0, z] := 37 [0;, ;] is a bounded operator on L?. Tn particular, from the properties of
the almost analytic extension F', we see that the last term is a bounded operator, with bound
Cyt~!. For the first term on the right-hand side, we commute © — 2 through (0% — z)™,
obtaining

(G =) " (0+2) - (0~ )6 - o) ame(:)m)

t
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aF( )(— - z) _1(6 + f) (@2 —2)! (@ — %)dRe(z)dIm(z)

0z t
*z/?aF( )<t_2_z>
(e + ?) (0% = 2)71(O]0, 2] + [0, 2]0)(8? — 2)"'dRe(z)dIm(z).

As before, using that © and [©, ] are bounded operators on L? one easily sees that the
last term is a bounded operator, with bound Cyt~!. Taking the expectation in 1, and using
again the properties of the almost analytic extension F', it follows that

1 r
[(7(%) = 10, < ot s + € (0 - D)
Applying Proposition 8.7 concludes the proof. n

8.4 Phase-space and minimal velocity estimates

We are now in position to prove Theorems 2.16 and 2.18. We begin with the following
proposition, which implies Theorem 2.16 and provides a further result.

Proposition 8.9. Let f,g € C°(R) be such that supp(g) N supp(f) = 0. Under the con-
ditions of Theorem 2.10, assuming in addition that 1y € L3, the global solution v to (1.1)
giwen by Theorem 2.10 satisfies

o(5) s 5 (@t + )l (5.19)

Additionally, if 1y is chosen such that the associated scattering state 1, given by Theorem
2.12 satisfies f(©2?), =, then

_d _dg(r
[o(5 )|, < (0 + @ Dlwls + OO Pl (320)
Proof. To prove (8.19), it suffices to use that supp(g) Nsupp(f) = 0, which gives

oG )@ . = o) (r00) = 1) )],

and then apply Proposition 8.8. ) )
To prove (8.20), we consider a function f € C§°(R) such that f = 1 on supp(f) and
supp(f) Nsupp(g) = 0. Then we write

b)Y, < () Aol [o ) - prem

The first term is estimated by (8.19), while for the second term, we have

b(E)o- el

L2

12

2

S0 = H©)e .

= [[(1 = DO ] .
H @2 Zt<v>1/)t - ¢+)“L27

where we used the unitarity of V), and that f (@2)1/)+ = 1, in the last inequality. This
gives the result by the unitarity of e*Y) and Theorem 2.12. O]
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Using the previous proposition, we can now easily prove Theorem 2.18.

Proof of Theorem 2.18. Let 1)y be as in the statement of Theorem 2.18. By Theorem 8.6, we
have 1y € BH§(25w) provided that 4, is small enough. Since HS — H*NH 5P’ we can apply
Theorem 2.10 to obtain a solution ¥ to (1.1) associated to the initial state 1)y. Now we can
consider f,g € C3°(R) such that supp(f) Nsupp(g) =0, 11 = Ljaayf and Ly ey = 109
Theorem 2.18 then follows from Proposition 8.9. O]

A Commutation of weights and derivatives

In this appendix we prove the boundedness in L” spaces of some Fourier multipliers used
in the main text, and we next deduce from it the equivalence of the norms | f|zs» =
() (V)2 f e and [[(V)*(z)7 f]|rr, for all 0 <y <2/ s > 0and 1 < p < oo. Most of the
results recalled here are well-known (see e.g. [48]), especially in the case where 1 < p < 0.
We provide some details for self-containedness.

We will first need the following representation formulas.

Lemma A.1. Let 0 < a < 2. Then there exists c, > 0 such that

@ = [ (A 1 )

a JO

(x)azci/ (w2 —u2(2® +1+u)")dy,
a JO

as operators on S'(R?).

Proof. Let b > 0, then it holds

/°° 1 d /°° 1 du 1 /°° 1 a
o, adu = o = —F -
o u'"z(b+u) o uTE(I4wu/b) b bR Jy tTE(1+t)

from which we obtain

ba/2_/ S — __/
1zb—|—u

where ¢q = [ mdt. The statement follows replacing b by (x) and (V) (working in

M\D

—u2(b+u)"!)du

Fourier space for (V)). O

Lemma A.2. Let 1 < p < oo and A\, s > 0, then it holds
I(=A+ ) swn SAT (A +X) M swe SAT™?, m=1,2 (A.1)

and
V) ey S 1, 10:(V) ™ s S 1 (A.2)

forallk=1,...,d. If 1 < p < oo, we also have

10:(V) sy S 1. (A.3)
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Proof. The properties of the resolvent can be derived by direct computations, using the
explicit expression of its kernel, namely

2

- * _d x
(“A+ N =Gy *f, G,\(:v):/o (4rt) 2exp<—4—t—)\t>dt,

see e.g. [46, Theorem 6.23]. The first inequality in (A.1) then directly follows from Young’s
inequality, since

d
2

[NIISW

1Gx I = /]R Gala)dr = 2)EF(G)0) = 2m)ir

When m = 1, to prove the second bound in (A.1), we estimate

2

o dt
XN RS tfexp( - = — n)
oGl S [ [ el fexn( = 5 = 2)

Changing variables 2 = A"2y next ¢ = A u, we obtain [|8,Ga[lz1 < A~2, which implies the
second bound in (A.1) by Young’s inequality. The case m = 2 can be proved similarly by
estimating ||02G||L1-

Now we prove (A.2). For 1 < p < oo, the operator (V)~° is bounded on LP? by [32,
Corollary 6.1.6]. The proof is based as before on the explicit expression

2

<V>—Sf — JS * f’ JS(I) = F(1§> /000(47Tt)_gexp< - %

- t)t%—ldt.

Using

(V]IS

9 = [ L) = oEF0) = (2,

we obtain the first bound in (A.2) by Young’s inequality. Moreover we can estimate

> _d 22 st1
[0k Sl S /d/ |xj|t 26Xp<— ym —t)t T2,
R Jo

Changing variables x = t%y in the integral over z and using that s > 0, we deduce that

|0k Js+1llzr < 1, from which the second bound in (A.2) follows by Young’s inequality.
Finally, since 1 < p < 00, (A.3) follows from the Mihlin-Hérmander Multiplier Theorem,

see e.g. [33, Theorem 5.2.7]. O

Lemma A.3. Let 0 <~y <2, s>0and 1 <p<oo. Then it holds

1), (V) ) V) P llseey S 1, [[[(2)7, (V)T IV) ) M sery S 1.
As a direct consequence of the previous lemma we have the following.

Corollary A.4. Let 0 <~y <2, >0 and 1 <p<oco. There exist ¢, > 0 such that

VY @) flle < N fllmze < (V) (@) Fl e

Proof of Lemma A.3. We will prove the lemma for the operator [(z)7, (V)*](x) "(V)~*, the
other case can be proved analogously. We distinguish different cases:
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e s=2 7R

We compute explicitly the commutator yielding

(@), (V) (2)"7(V) =[< )Y, —Alz) (V)
(<$>”)<fﬂ> UV (@) V(@) - V()
V{(z)") - V({z) V),

which is a sum of bounded operators on L? thanks to Lemma A.2.
e sc0,2),y=2.
Applying Lemma A.1 we obtain the expression
[{2)?, (V) Wz) (V)™ :/ u? R (u)(A(2?) + 2V (2?) - V)R- (u) {x)"2(V) " du
0
(A4)

where for a non negative selfadjoint operator A we define R4(u) = (A+1+ ). For
the second term in the integral we can argue as follows:

H /OOo U,S/2R_A(u)v<x2) VER_a(u) (z) (V)™ du”

B(LP)

ZQH i /000 P R_p(u)? 2 () 20k (V) 7% du
+ /0 TR A () 20 ()2 (V) duH

oo us/2
,S/ du $1
o (I+wu)?

where we applied Lemma A.2. Since A(z?) = 2d the corresponding term in (A.4) is
treated applying directly Lemma A.2. This and the previous inequality, together with
expression (A.4) prove the statement for s € [0,2) and v = 2.

B(LP)

e 5,7€[0,2).

We reason analogously, applying Lemma A.1 to obtain the expression

[(z)7,(V)°] = /000 /2 145/2[(:172 + 14+t (A +1+u) Y dudt

:/ 202 R () R_a (u) (A(2?) 4 2V (2%) - V)R_a (1) Ry2 (t) du dt.
0

(A.5)
If 0 < s < 1 we rewrite the contribution of V(z?)-V =2z -V as

Ry2(1)R_a(u) x - VR_a(u)Ryz(t)

= R2(t)R_a(u Zakaz t)ay + dRy2(t) — 2R_a(u)AR,2(t)).

(A.6)
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Using the inequality

B 1+t 1<y<2
Rmztl' x) 7 p S
| Ry2 (t) () "B(L)N{(1+t)—1/2 0<~<l1

as well as Lemma A.2 to estimate (A.6) we obtain

B(LP)

H (/ /2 uS/QRx2 (t)R_a(u) V((EQ) -V R_A(u)Rye2(t) du dt) (z) (V) ~*
0
oo /2 ws/?
<{ 0 f+t)2dtf0 1+u3/2d 1<y<2

v/2 3/2
fo (1it)3/2dt fo (1+u)3/2du 0< v < 1

<1 (A7)

since we assumed s < 1. If 1 <'s < 2 we commute 0 to the right in (A.6) obtaining
Rz (t)R-a(u )fC'VR a(u) Rz (1) ()7 (V)™
= R, ZRIQ 2 (2) 10 (V)75 4 O Ry ()i () ) (V)™°

+ de2( )(2) (V)" = 2R_A(u)AR.2(t){z) (V) 7).

Since |0 (Ry2(t)zr(x)™7)||prry S (14 ¢)~! and applying again Lemma A.2 as before
we obtain

H (/OOO WP Ro2 (W) R_A(t) V(2®) - V Roa(t) Ry (u) du dt) ()~ (V)~*

B(LP)

0o ¢7v/2 00 45/2
< 0 l+t/2 dtf (1+u )/22 du 1< v < 2
~Y 24 o0 us
fO 1j—t 3/2dtf (1+u)2d“ 0<y<l1
<1

The term in (A.5) involving A(z?) can be bounded in an analogous way.

We have therefore proved the statement holds for 7, s € [0, 2], we now use this fact to prove
the case s € (2,4]. Indeed, we need to prove that

is bounded for v € [0,2] and s € (2,4]. We rewrite the first operator in the sum as
(@) (V) (@) (V)7 =(@) (V)" 2) V)2 4 (@) (V) P[4 (2) V) (A8)

where the first operator is bounded, since 7, s — 2 € [0,2]. For the second operator, let us
first consider A((z)™7) = c¢(z) 72 + d(z)777*. Let j = 2,4, then we have

(@) (V)2 (2) (V)T = ((2) (V) ) (V) ) (V)2 (2) (V) )
where again (x)7(V)*2(x) 77 (V)™**? is bounded from the previous step and it holds

(V) (2) (V) 7" =(2) (@) (V) {x) V) )(V) 7,
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which is again a composition of bounded operators on LP, and similarly for

(V) 2z)"HV) ™ =[(2) 2 ((2) (V)" a) (V) ) (V)2

Hence (z)"(V)*2A({x)~ )(V> ¥ is a bounded operator on L” and the same can be proved
for (x)7(V)*72V((x)~7) - V(V)~* with similar computations. These facts, combined with
the expression given in (A.8) prove the statement for s € (2,4]. For larger s we reason
analogously. O]

B Time decay for the free propagator

In this appendix we consider the linear flow e~*V). First, in Subsection B.1, we recall the
pointwise time-decay estimates in LP-spaces that were used in Section 6. We also formulate
pointwise time-decay estimates in Besov-Lorentz spaces. In Subsection B.2, we deduce from
the latter the Strichartz estimates in Lorentz spaces that were used in Section 5. Finally, in
Subsection B.3, we derive the pointwise estimates in weighted LP spaces that were used in
Section 8.

B.1 Pointwise estimates in L’ spaces

We will use the following lemma due to Hérmander [37]. In what follows we denote by F
the unitary Fourier transform on L2.

Lemma B.1. Let ¢ : R? — C be such that F¢ € C°(R?) and
VOFOE)] < Cale) 2771 VEE R, a e N,

for some C,, > 0. Then

m

|e—it<V>¢(m)| < cm(|t| + |x|)—§(1 + (|x|2 _ t2)1|x|2t)_ , (B.l)

forallt € R, z € RY, m € N and for some c,, > 0. In particular, for all 2 < p < oo, v >0
and t # 0,

i _d
le™ M gllp < (1), (B.2)
with p = TQ_—TI
Proof. The estimate (B.1) is proven in [37, Theorem 7.2.1]. (B.2) directly follows from
(B.1). O
We introduce the notations
—1 —Sq d
¢d =F (<5> ), Sd :§+1

—it(V

The following provides a useful representation of e ) f for f regular enough. The proof is

straightforward.

Lemma B.2. Let f € H*? for some 1 < p' < 2. Then, for allt € R,
e MV f = (7" Vga) x ((V)*f). (B.3)
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Proof. We rewrite f as

f=AV) (V) f = FHE T FUV) )] = ¢ax (V) f).
Hence, observing that the convolution product is well-defined by Lemma B.1, we obtain

(B.3). O

Using the previous two lemmas, we have the following estimate.
Lemma B.3. Let s > s;=d/2+1 and 1 <r < co. Then, for all f € H?" NH* and t > 0,

_4d
Fllovnz= < ()72 || £

—it(V

e Hs:»' NHS>

with p = i—rl
Proof. Since H*" N H* ¢ H*¥ N H% it suffices to prove the lemma for s = s4. For t < 1,
using Sobolev’s embedding H® <« LP N L™ (since p > 2 and s > g) and the unitarity of
e~V in H*, we have

e fll oz S (B.4)
For t > 1, using Lemma B.2 and the fact that ¢, satisfies the conditions of Lemma B.1, we
obtain

le™ fllee = (17 6a) * (V)" F)|

s _d
S e ¢dHLp||<V> llpw ST e (B.5)
Interpolating the inequality
le™ ) fllzee < [H=2V)° Fll s,
(obtained from the previous bound for p = 00), with
le™ ) fllze = 1 £l < (V)" Fll1e,
we obtain, using e.g. [33, Theorem 1.3.4],
, 1 ¢ 1 1—-6 0
—zt(V) o < —d/2(1—9) S I - - - _ < < .
T P T P A A TS
Setting 0 =1 — % yields
e Fllo S 1173 11V £ v (B.6)
Combining (B.4), (B.5) and (B.6) leads to the statement of the lemma. O

One can formulate a more precise time-decay estimate in Besov-Lorentz spaces as follows.
For s e R, 1 < p,g < ooand 1 < r < oo, we denote by Bsp " the Besov-Lorentz space
associated to the norm

by = (20 2705 )
keNg
where (Ag)ren, stands for a Littlewood-Paley decomposition, see [54] for more details.

Lemma B.4. Let 2 <b< oo and 0 < (5 < 1. Then

l,l

le™ N fllr < [t17@ETD| £l 5,
where B stands for the Besov-Lorentz space B = Bjy 5 ,, and B = B, s) , with s = %(d +
L)L),
Proof. 1t suffices to modify the end of the proof of [30, Lemma 2.1] (see also [5]) in a
straightforward way, using real interpolation L? = [L', L°]; . O

1.f]
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B.2 Strichartz estimates

Lemma B.4 implies the following Strichartz estimates. Compared to the estimates previously
used in the literature, see e.g. [14,49], a difference here is that we need a Strichartz estimate
in Lorentz space. On the other hand, we do not consider the endpoint case a = 2, b =
2(d— 1+ B)(d— 3+ 3)"! since we do not need it in our application.

In the following statement, § = 0 corresponds to the usual wave admissible pairs and
B =1 to Schrodinger admissible pairs. We only consider here the estimates that were used
in Section 5, we do not state more general estimates that could be deduced from Lemma
B.4.

Proposition B.5. Leta <2 <00, 0< <1 and2<b<2(d—-1+p8)(d—-3+B)"" be

such that
2 d—-1+p d-1+8
a b B 2 '
Then '
|’€_lt<v>f”LgL’;’2 S Hf’ Hs, (B?)
foranysZ%—l—%—% and
t
| [ e emmsaaar] . 1 (B3)
0 L¢ Ly

Proof. Recall that B stands for the Besov-Lorentz space B(Sb,72)72. Applying [39, Theorem
10.1] (with By = H = L? and B; = B), we obtain from Lemma B.4 that

L 1 19!
[ fllgm S Iflee a=2{@=1+8)G-3)|

provided that a > 2. Equivalently

le™ fllgms, , , S IS

t7(b,2),2

Hs»

with s = 2(d + 1+ 3)(3 — ). Since, by [54, Theorem 1.1], we have that B?b,2),2 s L2

we deduce from the previous inequality that (B.7) holds. The estimate (B.8) follows in the
same way. O

B.3 Pointwise estimates in weighted L’ spaces
The next lemma was used in Section 8.2. Recall the notation © := —iV(V)~1.

Lemma B.6. Let 0 <~ < 2. Then for all p € L2,

e 0ll2 S llellsz + Ml 2. (B.9)
Proof. From an explicit computation we obtain the expression
et Vge MV = ¢ 4 to,

which gives the statement when v = 1. Moreover, this relation further implies z2e~*V) =

e V) (z +t0)2. Since (x)? =1 + 22, we have

e lls < llellze + [I(z + t©)*¢ ]l 12, (B.10)
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with (z +10)? = 22 + t?0* + (0 -z + - ©) = 2% + t*0? + 2tO - z + t[x, O], where we use
the notation [z,0] = Y2¢_, [x1, ©k]. Since Oy, and [z}, O] are bounded operators in L, we
deduce that

eV olls S 1@)*elle + Ellelle S 11((2)? + )l 2. (B.11)
Hence we have the bounded operators
"MV [2(dx) — LA(dx) e Y LE(((x)? + 2)2%de) — L2 ((x)*dx)

By an application of the Riesz-Thorin theorem (see [60, Theorem 2.11]) we obtain that
eV L2(((2)? + t2)¥da) — L*((x)*dx) is a bounded operator for all # € (0,1), from
which the statement follows since ((z)? + %)% < ()% + %. O

Lemma B.7. Let s > d/2+ 1,1 <r < oo and 0 <y < 2. Then, forall f € HiﬂHs’p, and
t>0,

— _d
™ Fliganse < Ifllag + 07751 f]

Hs:p' nHs»
with p = i—rl

Proof. For t < 1, it suffices to use Sobolev’s embedding H® — LP N L*™ together with
Corollary A.4 and Lemma B.6. Suppose that t > 1. Using Lemma B.2, we write

(@)™ f] = (@) [ (e da) * ((V)°f)]
< ((@)]e™ T ¢al) + (V) f| + e V6] % ((2)[(V)° f]).

This implies, for the L*-norm,

e e S lle™ Sall o 1]

P Gl P IF

13
_d
<0 E N g+ Wl
where we used Lemma B.1 in the second inequality.
Now we consider the || - ||z» norm for 2 < p < co. First, for v = 2, we have
12 fllze < |[(2® +£20%) fll o + (167 f | v

< ||(z - t@)2fHLp +2t|(x - © + O - 2)fl|» + 2O f]| v
< [z = t©)*f[| ,, +2t1l(© - @) fllw + tll[z, OLf [z + 2|07 f | s
S @ =10 f|| , + 21 f 1l

where in the last inequality we used that ©, [z,0] and ©2 = Id — (—A + 1)~! are bounded
operators from LP to LP by Lemma A.2 (using that 2 < p < oo for ©). Using, similarly as
before, that (z — t0)2e~ V) = e~ V) ()2 this yields

e f]l 1 < (e = t0)2e ™ f|l Ly + | £,
= |l @) £l + eV f L
Sl + 12751 ]

Hs,p/’
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where we used Sobolev’s embedding H® < LP, Lemma 3.3 and (B.6) in the last inequality.
In order to interpolate later on, we rewrite this as

[{x)2e ) > || o S W flBonsns (B.12)
where we have set
By =L} = L*((z)*dz), By := LY (Jt|'® #)dx).

Next we interpolate (B.12) with the inequality obtained for v = 0. The argument may
be well-known, we provide some details for the convenience of the reader. From the proof of
Lemma B.3 and Sobolev’s embedding H® — LP, we deduce that

le™ fllz» < min (|t 72 /|

~Y

Hs)v

st L]
which in turn implies that
le )7 fllee S 1 llagrars (B.13)

where we have set

Ag = L2(dz), Ay = L (|t =¥ dx).

By real interpolation, we deduce from (B.12), (B.13) and [3, Theorem 5.4.1] that, for all
0<7y<2

{2y e U f|| L S 1 lliBornssios sl (B.14)
Now since Ay, A1, By, By are all Banach function lattices, we have

[Bo N By; Ag + Aily, = [Bo; Ao + Ailyp N [Br; Ao + Ailyy
= ([303 AO]%p + [BO? Al]%p) N ([Bl; AO]'y,p + [313 Al]%p)a

(see [50] for the commutativity between interpolation and intersection, and use duality [3,
Theorem 2.7.1] for the commutativity between interpolation and sum). Hence

HfH[BOmBl;AOJI‘Al]'y,p 5 HfH[B(NAO]'y,p + HfH[Bl;Al]’y,p' (B15)

Since p > 2, using again [3, Theorem 5.4.1],

HfH[Bo;th,p S HfH[Bo;AOHQ 5 ”<x>7fHL27 (B16)
and likewise, since p > p/,
_d
1B, S W lliBsan, ,, S P72 L fl] 2 (B.17)
Putting together (B.14) and (B.15)—(B.17) concludes the proof. O

o4



References

1]

J. Arbunich, J. Faupin, F. Pusateri, and 1. M. Sigal, Maximal speed of quantum propagation for the
Hartree equation, Comm. Partial Differential Equations 48 (2023), no. 4, 542-575.

J. Arbunich, F. Pusateri, I. M. Sigal, and A. Soffer, Maximal speed of quantum propagation, Letters in
Mathematical Physics 111 (2021), no. 3.

J. Bergh and J. Lofstrom, Interpolation spaces. An introduction, Grundlehren der Mathematischen
Wissenschaften, vol. No. 223, Springer-Verlag, Berlin-New York, 1976.

J.-F. Bony, J. Faupin, and I. M. Sigal, Maximal velocity of photons in non-relativistic QED, Adv. Math.
231 (2012), no. 5, 3054-3078.

P. Brenner, On scattering and everywhere defined scattering operators for nonlinear Klein-Gordon equa-
tions, J. Differ. Equations 56 (1985), 310-344.

S. Breteaux, J. Faupin, and V. Grasselli, Ezponential decay outside of the light cone for the pseudo-
relativistic non-autonomous Schrédinger equation, arXiv: (2025).

S. Breteaux, J. Faupin, M. Lemm, D. H. Ou Yang, I. M. Sigal, and J. Zhang, Light cones for open
quantum systems in the continuum, Rev. Math. Phys. 36 (2024), no. 9, Paper No. 2460004, 49.

S. Breteaux, J. Faupin, M. Lemm, and I. M. Sigal, Mazimal speed of propagation in open quantum
systems, The physics and mathematics of Elliott Lieb—the 90th anniversary. Vol. I, 2022, pp. 109-130.

T. Cazenave and F. B. Weissler, The Cauchy problem for the nonlinear Schrédinger equation in H',
Manuscripta Math. 61 (1988), no. 4, 477-494.

, The Cauchy problem for the critical nonlinear Schrédinger equation in H?®, Nonlinear Anal. 14
(1990), no. 10, 807-836.

Y. Cho and T. Ozawa, On the semirelativistic Hartree-type equation, STAM J. Math. Anal. 38 (2006),
no. 4, 1060-1074.

, Global solutions of semirelativistic Hartree type equations, J. Korean Math. Soc. 44 (2007),
no. 5, 1065-1078.

Y. Cho, T. Ozawa, H. Sasaki, and Y. Shim, Remarks on the semirelativistic Hartree equations, Discrete
Contin. Dyn. Syst. 23 (2009), no. 4, 1277-1294.

P. D’Ancona and L. Fanelli, Strichartz and smoothing estimates of dispersive equations with magnetic
potentials, Comm. Partial Differential Equations 33 (2008), no. 4-6, 1082-1112.

J. Dereziniski, Asymptotic completeness of long-range N-body quantum systems, Ann. Math. (2) 138
(1993), no. 2, 427-476.

J. Dereziniski and C. Gérard, Scattering theory of classical and quantum N -particle systems, Texts and
Monographs in Physics, Springer-Verlag, Berlin, 1997.

J. Derezinsgki and C. Gérard, Asymptotic completeness in quantum field theory. Massive Pauli-Fierz
Hamiltonians, Rev. Math. Phys. 11 (1999), no. 4, 383-450.

A. Elgart and B. Schlein, Mean field dynamics of boson stars, Comm. Pure Appl. Math. 60 (2007),
no. 4, 500-545.

V. Enss, Propagation properties of quantum scattering states, J. Funct. Anal. 52 (1983), no. 2, 219-251.

J. Faupin, M. Lemm, and I. M. Sigal, Mazimal speed for macroscopic particle transport in the Bose-
Hubbard model, Phys. Rev. Lett. 128 (2022), no. 15, Paper No. 150602, 6.

, On Lieb-Robinson bounds for the bose-Hubbard model, Comm. Math. Phys. 394 (2022), no. 3,
1011-1037.

J. Faupin, M. Lemm, I. M. Sigal, and J. Zhang, Macroscopic suppression of supersonic quantum trans-
port, Phys. Rev. Lett. 135 (2025), 160405.

J. Faupin and I. M. Sigal, Minimal photon velocity bounds in non-relativistic quantum electrodynamics,
J. Stat. Phys. 154 (2014), no. 1-2, 58-90.

95



[24]

[25]

[36]
[37]
[38]

[39]
[40]

[46]
[47]

[48]

J. Frohlich, M. Griesemer, and B. Schlein, Asymptotic completeness for Rayleigh scattering, Ann. Henri
Poincaré 3 (2002), no. 1, 107-170.

J. Frohlich, B. L. G. Jonsson, and E. Lenzmann, Boson stars as solitary waves, Comm. Math. Phys.
274 (2007), no. 1, 1-30.

, Effective dynamics for boson stars, Nonlinearity 20 (2007), no. 5, 1031-1075.

J. Frohlich and E. Lenzmann, Blowup for nonlinear wave equations describing boson stars, Comm. Pure
Appl. Math. 60 (2007), 1691-1705.

C. Gérard, Sharp propagation estimates for N-particle systems, Duke Math. J. 67 (1992), no. 3, 483—
515.

J. Ginibre and G. Velo, On a class of non linear schridinger equations with non local interaction, Math.
Z. 170 (1980), 109-136.

, Time decay of finite energy solutions of the nonlinear Klein-Gordon and Schridinger equations,
Ann. Inst. Henri Poincaré, Phys. Théor. 43 (1985), 399-442.

G. M. Graf, Asymptotic completeness forn-body short-range quantum systems: A new proof, Commun.
Math. Phys. 132 (1990), 73-101.

L. Grafakos, Modern Fourier analysis, Second, Graduate Texts in Mathematics, vol. 250, Springer, New
York, 2009.

, Classical Fourier Analysis, Graduate Texts in Mathematics, Springer New York, 2014.

L. Grafakos and S. Oh, The Kato-Ponce inequality, Commun. Partial Differ. Equations 39 (2014), no. 6,
1128-1157.

S. Herr and E. Lenzmann, The Boson star equation with initial data of low regularity, Nonlinear Anal.
97 (2014), 125-137.

S. Herr and A. Tesfahun, Small data scattering for semi-relativistic equations with Hartree type nonlin-
earity, J. Differential Equations 259 (2015), no. 10, 5510-5532.

L. Hérmander, Lectures on nonlinear hyperbolic differential equations, Mathématiques & Applications
(Berlin), vol. 26, Springer-Verlag, Berlin, 1997.

W. Hunziker, I. M. Sigal, and A. Soffer, Minimal escape velocities, Comm. Partial Differential Equations
24 (1999), no. 11-12, 2279-2295.

M. Keel and T. Tao, Endpoint Strichartz estimates, Am. J. Math. 120 (1998), no. 5, 955-980.

A. Knowles and P. Pickl, Mean-field dynamics: Singular potentials and rate of convergence, Commun.

Math. Phys. 298 (2010), no. 1, 101-138.

J. O. Lee, Rate of convergence towards semi-relativistic Hartree dynamics, Ann. Henri Poincaré 14
(2013), no. 2, 313-346.

P. G. Lemarié-Rieusset, Recent developments in the Navier-Stokes problem, Chapman Hall/CRC Res.
Notes Math., vol. 431, Boca Raton, FL: Chapman & Hall/CRC, 2002.

M. Lemm, C. Rubiliani, and J. Zhang, On the microscopic propagation speed of long-range quantum
many-body systems, arXiv:2310.14896 (2023).

, On the quantum dynamics of long-ranged Bose-Hubbard hamiltonians, arXiv:2505.01786 (2025).

E. Lenzmann, Well-posedness for semi-relativistic Hartree equations of critical type, Math. Phys. Anal.
Geom. 10 (2007), no. 1, 43—64.

E. H. Lieb and M. Loss, Analysis., 2nd ed., Grad. Stud. Math., vol. 14, Providence, RI: American
Mathematical Society (AMS), 2001.

E. H. Lieb and H.-T. Yau, The Chandrasekhar theory of stellar collapse as the limit of quantum me-
chanics, Comm. Math. Phys. 112 (1987), no. 1, 147-174.

J. Loefstroem, Interpolation of weighted spaces of differentiable functions on R™., Ann. Mat. Pura Appl.
(4) 132 (1982), 189-214.

o6



[49]
[50]
[51]

[52]

[53]

S. Machihara, K. Nakanishi, and T. Ozawa, Small global solutions and the nonrelativistic limit for the
nonlinear Dirac equation., Rev. Mat. Iberoam. 19 (2003), no. 1, 179-194.

L. Maligranda, On commutativity of interpolation with intersection, Suppl. Rend. Circ. Mat. Palermo
(2) 10 (1985), 113-118.

A. Michelangeli and B. Schlein, Dynamical collapse of boson stars, Comm. Math. Phys. 311 (2012),
no. 3, 645 687.

M. Nakamura and K. Tsutaya, Scattering theory for the Dirac equation of Hartree type and the semirel-
ativistic Hartree equation, Nonlinear Anal., Theory Methods Appl., Ser. A, Theory Methods 75 (2012),
no. 8, 3531-3542.

F. Pusateri, Modified scattering for the boson star equation, Comm. Math. Phys. 332 (2014), no. 3,
1203-1234.

A. Seeger and W. Trebels, Embeddings for spaces of Lorentz-Sobolev type, Math. Ann. 373 (2019),
no. 3-4, 1017-1056.

I. M. Sigal and A. Soffer, Local decay and propagation estimates for time- dependent and time-
independent hamiltonians, Prepint, Princeton Univ. (1988).

, Long-range many-body scattering. Asymptotic clustering for Coulomb-type potentials, Invent.
Math. 99 (1990), no. 1, 115-143.

I. M. Sigal and X. Wu, On light cone bounds in quantum open systems, arXiv:2503.20635 (2025).

, On propagation of information in quantum mechanics and mazimal velocity bounds, Lett. Math.
Phys. 115 (2025), no. 1, Paper No. 17, 25.

E. Skibsted, Propagation estimates for N-body Schroedinger operators, Comm. Math. Phys. 142 (1991),
no. 1, 67-98.

E. M. Stein and G. Weiss, Interpolation of operators with change of measures, Trans. Am. Math. Soc.
87 (1958), 159-172.

T. Tao, Nonlinear dispersive equations. Local and global analysis, CBMS Reg. Conf. Ser. Math., vol. 106,
Providence, RI: American Mathematical Society (AMS), 2006.

C. Yang, Small data scattering of semirelativistic Hartree equation, Nonlinear Anal., Theory Methods
Appl., Ser. A, Theory Methods 178 (2019), 41-55.

This work is licensed under a Creative Commons “Attribution @ @

4.0 International” license.

o7


https://creativecommons.org/licenses/by/4.0/deed.en
https://creativecommons.org/licenses/by/4.0/deed.en
https://creativecommons.org/licenses/by/4.0/deed.en

	Introduction
	Main results
	Local existence
	Maximal velocity estimates
	Global existence
	Scattering states and scattering operators
	Asymptotic propagation and minimal velocity estimates
	Summary of results

	Preliminaries
	Weighted Bessel-Sobolev spaces and fractional Leibniz rule
	Functional inequalities in Lorentz spaces 
	Multilinear estimates

	Local existence
	Global existence for long-range potentials
	Global existence and pointwise time-decay for short range potentials
	Maximal velocity estimates 
	Convex sets
	General sets

	Scattering and asymptotic minimal velocity estimate
	Estimates on the solution in weighted Sobolev spaces
	Scattering states and wave operators
	Average velocity and instantaneous velocity
	Phase-space and minimal velocity estimates

	Commutation of weights and derivatives
	Time decay for the free propagator
	Pointwise estimates in Lp spaces
	Strichartz estimates
	Pointwise estimates in weighted Lp spaces


