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SÉBASTIEN BRETEAUX, JÉRÉMY FAUPIN, MARIUS LEMM, DONG HAO OU YANG,
ISRAEL MICHAEL SIGAL, AND JINGXUAN ZHANG

Abstract. We consider Markovian open quantum dynamics (MOQD) in the
continuum. We show that, up to small-probability tails, the supports of quan-

tum states evolving under such dynamics propagate with finite speed in any
finite-energy subspace.

More precisely, we prove that if the initial quantum state is localized in

space, then any finite-energy part of the solution of the von Neumann-Lindblad
equation is approximately localized inside an energy-dependent light cone. We

also obtain an explicit upper bound for the slope of this light cone.

1. Introduction

While non-relativistic quantum theory does not possess the strict light cone of
relativistic theories, it has been shown in many contexts that its dynamics nonethe-
less exhibits a maximal speed bound up to small-probability leakage. By analogy,
one speaks of a (system-dependent) light cone also in these cases. Existence of
such light cones has been rigorously derived in standard QM [4, 21, 37, 40], for
non-relativistic QED models [5], and for nonlinear Schrödinger equations [3]. Fa-
mously, Lieb and Robinson [27] first derived the existence of light cones in quantum
spin systems. Their eponymous Lieb-Robinson bounds have developed into an ex-
tremely active research area starting in the early 2000s [18, 19, 20, 29, 30] that
continues to grow in scope, e.g., with recent extensions to lattice fermions [17, 31],
lattice bosons [13, 14, 26, 36, 39, 43, 44] and long-range interactions [15, 17, 42].
The existence of a maximal speed bound in a quantum theory is a fundamental
statement about its non-equilibrium properties which serves as the backbone of
many proofs. For instance, it played an essential role in scattering theory [10, 38]
and, in quantum information theory Lieb-Robinson bounds were used to prove the
celebrated area law for entanglement entropy [18] and bounds on quantum state
transfer [11]. They are also central to the notion of quantum phase defined via
quasi-adiabatic continuation [20, 32].

In this work we consider quantum particles governed by a continuum Schrödinger
operator H = −∆ + V on L2(Rd) that interact with an environment. We show
that the corresponding Markovian open quantum dynamics (MOQD), which have
an unbounded group velocity, exhibit an energy-dependent light cone, i.e., ini-
tially localized states propagate at most with a maximal speed. Previous results
about maximal speed bounds of MOQD either concerned lattice systems (where the
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mechanism for maximal speed is different [33, 35], similarly to the Lieb-Robinson
bounds) or it excluded the most interesting case when the Hamiltonian H is a stan-
dard Schrödinger operator [7]. In this paper, we resolve this question and show that
coupling quantum-mechanical particles to an environment cannot lead to acceler-
ation of any finite-energy portion. For this purpose, we develop microlocalization
techniques involving functions of noncommuting operators H and xj . To fix ideas,
we work on L2(Rd) but we expect that our approach could be extended to abstract
Hilbert space with abstract noncommuting self-adjoint operators H and xj .

1.1. Setup and main result. We study the long-time behaviour of solutions to
the von Neumann-Lindblad (vNL) equation [9, 28]:

∂ρt
∂t

= −i[H, ρt] +
1

2

∑
j≥1

(
[Wj , ρtW

∗
j ] + [Wjρt,W

∗
j ]
)
.(1.1)

Here ρt, t ≥ 0 is a family of density operators (i.e. non-negative-definite operators
with unit trace) on a Hilbert space H, H is the quantum Hamiltonian, a self-adjoint
operator on H, and the {Wj} are bounded operators, arising from interaction with
the environment.

We show that, for any E, there exists κ = κ(E) > 0 such that, for any initial
condition ρ0 localized in X ⊂ Rd and for any c > κ, the probability that the system
in the state ρt is localized in HE∩Xc

ct is arbitrarily small, asymptotically as t → ∞,
where HE is the spectral subspace

HE := {H ≤ E} ≡ Ran(1(−∞,E](H))

and Xc
ct = Rd \Xct with

(1.2) Xct ≡
{
x ∈ Rd : dX(x) ≤ ct

}
the light cone corresponding to a smoothed out distance function dX(·) defined in
(1.11) below. Put differently, there exists an energy-dependent light cone for (1.1)
with slope κ.

Throughout this article, we let H = L2(Rd), d ≥ 1. We make no distinction
in our notation between functions and the operators of multiplication defined by
those functions. For an operator A on H, denote by D(A) ⊂ H the domain of A.

We now set out the main assumptions in this paper. We take the Hamiltonian
H in (1.1) to be the standard Schrödinger operator,

(1.3) H = −∆+ V (x), V : Rd → R.

For the potential V ,

(H) We assume that V ∈ C∞(Rd) and that there exists σ > 0 such that for
every multi-index α there exists C = C(α) > 0 such that

(1.4) |∂αV (x)| ≤ C ⟨x⟩−|α|−σ
(x ∈ Rd)

Here and below, we write ⟨·⟩ =
√

1 + |·|2.

Remark 1. If V satisfies (H), then it is bounded and therefore H is self-adjoint on
D(−∆) (see e.g. [8]) and bounded from below.
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Now, for the operators Wj , j ≥ 1 in (1.1), we assume that there exists an integer
n ≥ 1 such that the following holds.

(W1) For all integers j ≥ 1, Wj ∈ B(H) and the series
∑∞

j=1 W
∗
j Wj converges

strongly in B(H) (and consequently,
∑∞

j=1 W
∗
j Wj ∈ B(H)).

(W2) Let CA = adA : B → [A,B], pq = −i∂xq
. Then, for every 1 ≤ q1, q2 ≤ d

and 1 ≤ k ≤ n+ 1, we have

∞∑
j=1

n+1∑
m=1

∑
k,ℓ≥0
k+ℓ=m

∥(⟨x⟩Cpq1
)kCℓ

xq2
Wj∥2 < ∞.(1.5)

Remark 2. Assumptions (W1) and (W2) can be ensured for example by taking
the Wj ’s to be suitable pseudodifferential operators. See also [7, Section 1.4] and
[12, Section 4]. In this case, Assumption (W2) can be converted to a regularity
assumption on the symbols with respect to both x and p. For working with Assump-
tion (W2), it is convenient to notice that [Cpq , Cxq ] = 0 by Jacobi’s commutator
identity.

Remark 3. Let S1 stand for the Schatten space of trace-class operators. Conditions
(H) and (W1) guarantee global well-posedness for (1.1) in the space

D := {ρ ∈ S1 | ρD(H) ⊂ D(H) and [H, ρ] ∈ S1},(1.6)

see below.

For each subset X ⊂ Rd, let Xc := Rd \X and χ♯
X stand for the characteristic

function of X. The main result of this paper is the following:

Theorem 1.1 (Main result). Suppose Assumptions (H) and (W1)–(W2) hold
for some n ≥ 1. Let X ⊂ Rd be a bounded and closed subset. Suppose ρ0 ∈ D (see
(1.6)) is supported in X in the sense that

(1.7) Tr(χ♯
Xcρ0) = 0.

Then (1.1) has a unique solution ρt ∈ D, t ≥ 0, and for any E ∈ σ(H) and c > κ
with κ as in (1.17), this solution satisfies

(1.8) Tr(g(H)χ♯
Xc

ct
g(H)ρt) ≤ Cn,Et

−n,

for all t > 0 and all smooth cutoff functions g with supp(g) ⊂ (−∞, E] and 0 ≤
g ≤ 1, where Xc

ct ≡ (Xct)
c and Cn,E is a positive constant depending on n and E.

Remark 4. For the energy-dependent speed κ defined in (1.17), we have the follow-
ing estimate:

κ ≤ C(1 + |E|)1/2 for some fixed C > 0 and all X ⊂ Rd, E ∈ R.(1.9)

Moreover, the constant Cn,E in (1.8) grows polynomially with E.

Theorem 1.1 solves an open problem from [7], namely, to derive a light cone
for MOQD when the Hamiltonians is a standard Schrödinger operator −∆ + V
(a situation not covered by the methods in [7]). To our knowledge, it is the first
maximal velocity bound for an open quantum system with a Hamiltonian that
allows for unbounded group velocity.
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Theorem 1.1 is proved in Section 3. Theorem 1.1 implies that “microlocally” the
propagation speed for (1.1) is finite, and yields an upper bound for the maximal
speed of propagation of initially localized states. Indeed, define the probability

(1.10) Probρt,E (Y ) := Tr(gE(H)χ♯
Y gE(H)ρt)

for the system in the state ρt to have the part with energy H ≤ E lie in the region
where x ∈ Y ; this can be considered a probability to line in the corresponding
region of phase space. With notation (1.10) and, recall, Xc

ct ≡ (Xct)
c, the exterior

of the light cone Xct in (1.2), Theorem 1.1 says that

Probρt,E(X
c
ct) ≤ Cn,Et

−n.

The constant Cn,E in (1.8) depends on the difference c− κ > 0 (through (2.49)
below). For brevity of notation, we do not display the dependence on c− κ.

In equations (1.16)-(1.17) below, we provide an explicit formula for the number
κ in Theorem 1.1. Physically, κ bounds the propagation speed (also called “speed
of sound”) in the energy-constrained open quantum system. Naturally, κ depends
on the system parameters and the energy cutoff.

We introduce some notation. For each closed set X ⊂ Rd, we define the smoothed
distance function to X, dX ∈ C∞(Rd) in the following way. Let ϵ0 > 0 be a fixed
parameter (the estimate (1.8), in particular, depends on this arbitrary parameter).
Let

(1.11) dX(x) ≡ dX,ϵ0(x)


= 0, distX(x) = 0,

≥ 0, 0 < distX(x) < c1ϵ0,

= δX(x)− ϵ0, distX(x) ≥ c1ϵ0,

where δX ∈ C∞(Rd) satisfies c1 distX(x) ≤ δX(x) ≤ c2 distX(x) for some c1, c2 > 0,
and

dist
|α|−1
X (x) |∂αdX(x)| ≤ Cα (x ∈ Rd, 0 ≤ |α|),(1.12)

for some absolute constants Cα > 0. In one-dimension, such functions are easy to
construct, see the schematic diagram Figure 1. In any dimension, one can proceed
as follows. By the extension theorem of Whitney (see e.g. [41, Theorem 6.2.2]),
there exists a function δX defined in Xc such that

c1 distX(x) ≤ δX(x) ≤ c2 distX(x), for all x ∈ Xc

δX is C∞ in Xc and dist
|α|−1
X (x)∂αδX(x) ≤ Cα, for all x ∈ Xc and |α| ≥ 0,

where c1, c2, Cα are positive constants independent of X. Let fϵ0 : R → R be a C∞

function such that fϵ0(x) = 0 if x ≤ ϵ0/2, and fϵ0(x) = x − ϵ0 if x ≥ ϵ0. We can
then define

dX(x) := fϵ0(δX(x))

and verify that it satisfies the conditions above.
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Rd

X ∂X

dX(x)distX(x)

Figure 1. Schematic diagram illustrating dX ≡ dX,ϵ in (1.11).

We fix E ∈ σ(H) and a function g ∈ C∞(R) satisfying 0 ≤ g ≤ 1 and, for some
small ϵ > 0,

(1.13) g(µ) ≡ 1 for µ ≤ E − ϵ, g(µ) ≡ 0 for µ ≥ E,

and define the smooth energy cutoff operator

(1.14) g := g(H).

Remark 5. Since g(H) = (gχ#
σ(H))(H), the values of g outside of σ(H) are irrele-

vant. Since, moreover, H is bounded from below by (H), one can always take g to
have compact support if needed.

Considering the multiplication operator dX by the smoothed distance function
dX(x), introduced in (1.11) above, we define the spectrally localized distance func-
tion

(1.15) dEX := gdXg defined on {u ∈ H : gu ∈ D(dX)}.

Now, we define the energy-dependent velocity operator

γ ≡ γ(X,E) := i[H, dEX ] +
1

2

∑
j≥1

(
W ∗

j [d
E
X ,Wj ] + [W ∗

j , d
E
X ]Wj

)
.(1.16)

It is shown in Section 4 that γ is bounded on H:

κ := ∥γ∥ < ∞,(1.17)

provided assumptions (H) and (W2) hold. Notice that the bound on κ is inde-
pendent of X, see (1.9). Formally, the velocity operator (1.16) has a simple origin:

γ ≡ γ(X,E) = L′(dEX),(1.18)

where L′ is the operator acting on the space of observables B(H), which is dual to
the operator L defined by the r.h.s. of (1.1), see (1.21) below.

Under a different set of assumptions, an estimate similar to (1.8) is shown in
[7] with O(t−n) remainder for any n ≥ 1. The assumptions made in [7] exclude in
(1.1) the Schrödinger operators (1.3).

It is straightforward to show that under the conditions (W1),

(1.19) V (x) in (1.3) is ∆-bounded with relative bound strictly less than 1,
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and for any ρ0 ∈ D (see (1.6)), Eq. (1.1) has a solution in D. For more detailed
discussions, see Appendix A below and Refs. [9, Section 5.5], [12, Appendix A],
[34]. Note that Condition (1.19) holds e.g. for every V ∈ L2(Rd) + L∞(Rd) and is
much weaker than (H).

One can show further (see [1, 9, 12, 24, 25] and Appendix A) that the operator
L defines a completely positive, trace-preserving, strongly continuous semigroup of
contractions. In particular, for any initial state ρ0 ∈ D, the solution ρt, t ≥ 0, to
(1.1) satisfies

(1.20) ρt ≥ 0, if ρ0 ≥ 0, and Trρt = Trρ0.

Finally, we give the explicit expression of the operator L′ in (1.18) and its domain.
Let L be the operator defined by the r.h.s. of (1.1) on its natural domain D (see
(1.6)), and L′ be the operator acting on the space of observables B(H), which is
dual to L with respect to the coupling (A, ρ) := Tr(Aρ), i.e.,

(1.21) Tr(ALρ) = Tr((L′A)ρ),

for ρ ∈ D(L) and A ∈ D(L′) ⊂ B(H). 1 Explicitly, the dual vNL operator L′

defined in (1.21) is given by:

L′ = L′
0 +G′, L′

0A = i[H,A],(1.22)

G′A :=
1

2

∑
j≥1

(W ∗
j [A,Wj ] + [W ∗

j , A]Wj),(1.23)

with domain

D(L′) ≡ D(L′
0) ≡

{
A ∈ B(H) |AD(H) ⊂ D(H) and

[H,A] defined on D(A) ∩ D(H) extends to an operator on D(H)
}
.(1.24)

Notation. In the remainder of this paper, ∥·∥ stands either for the norm of vectors
in H, or for the norm of operators on H, which one is meant is always clear from
the context. For two bounded operators A, B, the notation

(1.25) A = O(B)

means that ∥A∥ ≤ Cn,E ∥B∥ for some Cn,E > 0 independent of A ,B , t , s. As
above, we will write

Xa :=
{
x ∈ Rd : dX(x) ≤ a

}
for a ≥ 0, Xc

ct ≡ (Xct)
c.

In all our estimates, it is understood that, if n = 1, the sums
∑n

k=2(· · · ) should be
dropped.

2. Recursive monotonicity estimate

In this section, we work in an abstract setting, with H a self-adjoint operator on
a Hilbert space H and, for {Wj}j≥1 bounded operators in H such that

∑
j≥1 W

∗
j Wj

strongly converges in H. We consider the vNL operator

Lρ = −i[H, ρ] +
1

2

∑
j≥1

(
[Wj , ρW

∗
j ] + [Wjρ,W

∗
j ]
)
,

1L′ generates the dual Heisenberg-Lindblad evolution ∂tAt = L′At of quantum observables.
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defined on the domain (1.6), as well as the dual operator L′ defined as in (1.21)–
(1.24).

We consider in addition a self-adjoint operator Φ on H, semi-bounded from
below. We assume that

(2.1) (Φ + c)−1D(H) ⊂ D(H),

for some c ≥ 0 and there is an integer n ≥ 1 such that, for all k = 1, . . . , n+ 1,

(2.2) Mk := 1 +
∥∥∥adkΦ(H)

∥∥∥2 + ∥
∑
j≥1

W ∗
j Wj∥+

∑
j≥1

∥∥∥adkΦ(Wj)
∥∥∥2 < ∞.

Hence

(2.3) µn := max
2≤k≤n+1

Mk

is finite.
Later on, H will be the Schrödinger operator (1.3) satisfying (H), Wj will be

bounded operators satisfying (W1)–(W2) and Φ will be taken to be the operator
Φ ≡ ϕE = gϕg with g ≡ g(H) described in (1.13) and some ϕ ∈ C∞(Rd), see
Section 4.

As in (1.16)–(1.17) we set

κΦ :=

∥∥∥∥∥∥i[H,Φ] +
1

2

∑
j≥1

(
W ∗

j [Φ,Wj ] + [W ∗
j ,Φ]Wj

)∥∥∥∥∥∥ .(2.4)

The main result of this section is a key differential inequality, (2.9). The proof
of this inequality is the only place where the information about equation (1.1) is
used.

2.1. ASTLO and RME. We construct a class of observables, which we call adia-
batic spacetime localization observables (ASTLOs), which play a central role in our
analysis.

For a constant δ > 0 specified later on, we define a set of smooth cutoff functions

(2.5) X ≡ Xδ :=

{
χ ∈ C∞(R)

∣∣∣∣∣ suppχ ⊂ R≥0, suppχ
′ ⊂ (0, δ/2)

χ′ ≥ 0,
√
χ′ ∈ C∞(R)

}
.

See Figure 2 below.

µ
0 δ/2

χ(µ)

Figure 2. Schematic diagram illustrating χ ∈ X .

We note that χ ≥ 0 for χ ∈ X , and the following two properties hold:
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(X1) If w ∈ C∞
c and suppw ⊂ (0, δ/2), then the antiderivative

∫ x
w2 ∈ X .

(X2) If ξ1, . . . , ξN ∈ X , then ξ = (ξ
1
2
1 +· · ·+ξ

1
2

N )2 satisfies ξ ∈ X and ξ1+· · ·+ξN ≤√
Nξ.

For a function χ ∈ X , a densely defined self-adjoint operator Φ, a constant
v ∈ (κ, c) and s > t ≥ 0, we define a family of self-adjoint operators

(2.6) χts = χ

(
Φ− vt

s

)
.

Following [7], Section 3, we use the method of propagation observables. Let β′
t be

the Markovian dynamical semigroup generated by the operator L′, i.e. d
dtβ

′
t(Ψ) =

β′
t(L

′Ψ) for all observables Ψ in D(L′) ⊂ B(H). For a differentiable family of
bounded operators Ψt ∈ D(L′), t ≥ 0, we then have the relation

d

dt
β′
t(Ψt) =β′

t(DΨt),(2.7)

DΨt =L′Ψt + ∂tΨt.(2.8)

As in [7], we call the operation D the Heisenberg derivative.
Note that the condition (2.1) ensures that for all t, s, the bounded observable χts

belongs to the domain of L′ and also that the commutator expansion Lemma C.2
can be applied. The main result of this section is the following:

Theorem 2.1 (recursive monotonicity estimate). Suppose that (2.1)–(2.2) hold.
Let χ ∈ X and let χts be the operator defined in (2.6). Then there exists C =
C(n, χ) > 0 and, if n ≥ 2, ξk = ξk(χ) ∈ X , k = 2, . . . , n, such that as self-adjoint
operators,

Dχts ≤ −v − κΦ

s
χ′
ts +

n∑
k=2

Mk

sk
(ξk)′ts + C

µn

sn+1
,(2.9)

where κΦ > 0 is as in (2.4) and Mk and µn are defined in (2.2) and (2.3).

This theorem is proved in Section 2.2.
Since the second, subleading term on the r.h.s. is of the same form as the leading,

negative term, we call (2.9) the recursive monotonicity estimate (RME). It can be
bootstrapped as in Proposition 2.2 to obtain an integral inequality with O(s−n)
remainder. We write, for r ≥ 0,

χts(r) := β′
r(χts) and χ′

ts(r) := β′
r(χ

′
ts).(2.10)

Proposition 2.2. Suppose the assumptions of Theorem 2.1 hold. Then, for all
c > κΦ and χ ∈ X , there exist C = C(n, χ) > 0 and ξk ∈ X , 2 ≤ k ≤ n (dropped
for n = 1), such that for all 0 ≤ t < s,∫ t

0

χ′
rs(r)dr ≤ Cµn

n

(
sχ0s(0) +

n∑
k=2

s−k+2 ξks (0) + ts−n
)
,(2.11)

where µn is given by (2.3).

Remark 6. Instead of the evolution χrs(t), we could have used the expectation:

(2.12) ⟨χts⟩t := Tr(χtsρt)
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of χts in the state ρt solving (1.1) and instead of (2.7), used the relation

d

dt
⟨χts⟩t = ⟨Dχst⟩t .(2.13)

These two formulations are related as

⟨χts⟩t = ⟨χts(t)⟩0 .(2.14)

2.2. Proof of Theorem 2.1. To prove the recursive monotonicity estimate, The-
orem 2.1, we first need a totally symmetrized commutator expansion. Our next
results, Proposition 2.3 and Proposition 2.4, generalize the commutator expansion
for bounded operators, first obtained in [37], and subsequently improved in e.g.
[16, 22, 23, 40]. We refer to [22] for details and references.

Recall that the dual vNL operator L′ satisfies L′ = i[H,A] + G′A for all A in
D(L′), where G′ is given by (1.23).

Proposition 2.3. Suppose that (2.1) and (2.2) hold. Let χ ∈ X and let χts be the
operator defined by (2.6). Then, uniformly in t, for s > 0,

(2.15) i[H,χts] = s−1
√
χ′
tsi[H,Φ]

√
χ′
ts +RemH

where the remainder term RemH satisfies the estimate

±RemH ≤
n∑

k=2

Mk

sk
(ξk)′ts + C

Mn+1

sn+1
(2.16)

for some ξ2, ..., ξn ∈ X depending only on χ, with Mk as in (2.2) and for some
constant C = C(n, χ) > 0.

Proposition 2.4. Suppose that (2.1) and (2.2) hold. Let χ ∈ X and let χts be the
operator defined by (2.6). Then, uniformly in t, for s > 0,

G′(χts) = s−1
√
χ′
tsG

′(Φ)
√
χ′
ts +RemW ,(2.17)

where the remainder term RemW satisfies the estimate

±RemW ≤
n∑

k=2

Mk

sk
(ξk)′ts + C

µn

sn+1
(2.18)

for some ξ2, ..., ξn ∈ X depending only on χ, for some constant C = C(n, χ) > 0,
with Mk and µn as in (2.2) and (2.3).

Remark 7. The estimates above are all uniform in s, t,Φ and, in particular, are
valid for the operator ϕE = gϕg such as (3.3).

Remark 8. We note that the error term in Theorem 1.1 arises in the symmetrization
procedure above, and can be improved as the expansion continues to higher order.

Proof of Proposition 2.3. In this proof, the time t is fixed and is omitted from the
notation, so we write χs for χts. Also, we denote Bk ≡ iadkΦ(H) for k = 1, ..., n+1.
In this case, since H is self-adjoint, we have B∗

k = (−1)k−1Bk.
1. By (2.1)–(2.2) and the assumption on χ, the hypotheses of Lemma C.2 are

satisfied. Hence, by (C.4)–(C.5), we have

i[H,χs] =
1

2

n∑
k=1

s−k

k!

(
χ(k)
s Bk +B∗

kχ
(k)
s

)
+

1

2
s−(n+1)

(
Rn+1 +R∗

n+1

)
,(2.19)
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where ∥Rn+1∥ ≤ c∥Bn+1∥ for some constant c > 0 depending only on χ.

2. Next, we claim that every term on the r.h.s. of (2.19), except for the leading
term (k = 1), are uniformly bounded by (χ1)

′
s for some χ1 ∈ X .

To show this, for each k, we choose some smooth function θk ∈ C∞
c ((0, δ/2))

that takes value 1 on supp(χ(k)). Then, we claim that

χ(k)
s Bk = χ(k)

s Bkθ
k
s +O(s−(n+1−k)),(2.20)

where θks ≡ θk(s−1(Φ−vt)). Indeed, using commutator expansion and the fact that

adlΦ(Bk) = Bk+l, we have

χ(k)
s Bk = χ(k)

s θksBk = χ(k)
s Bkθ

k
s + χ(k)

s [θks , Bk]

= χ(k)
s Bkθ

k
s − χ(k)

s

n−k∑
l=1

(−1)ls−l

l!
(θk)(l)s Bk+l

+ (−1)n+1−ks−(n+1−k)χ(k)
s Remright(s),(2.21)

where

Remright(s) =

∫
dθ̃k(z)Rn+1−kBn+1R.(2.22)

Since θk has compact support, Remright(s) is bounded so that

χ(k)
s Bk = χ(k)

s Bkθ
k
s − χ(k)

s

n−k∑
l=1

(−1)ls−l

l!
(θk)(l)s Bk+l +O(s−(n+1−k)).(2.23)

Next, since θk ≡ 1 on supp(χ(k)), we have supp((θk)(l)) ∩ supp(χ(k)) = ∅ for all
l ≥ 1 so that

χ(k)
s

n−k∑
l=1

(−1)ls−l

l!
(θk)(l)s Bk+l = 0.(2.24)

It follows that

χ(k)
s Bk = χ(k)

s Bkθ
k
s +O(s−(n+1−k))

so that

s−k(χk
sBk +B∗

kχ
k
s) = s−k(χk

sBkθ
k
s + θksB

∗
kχ

k
s) +O(s−(n+1)).(2.25)

Now, we apply the following operator inequality

±(P ∗Q+Q∗P ) ≤ P ∗P +Q∗Q.(2.26)

with P = χ
(k)
s and Q = Bkθ

k
s on (2.25) to obtain

s−k(χk
sBk +B∗

kχ
k
s) ≤ s−k

(
(χ(k)

s )2 + ∥Bk∥2(θks )2
)
+O(s−(n+1)).(2.27)

Since n is finite, we can choose ξ2, ..., ξn ∈ X such that (ξk)′ majorizes (χ(k))2s +
∥Bk∥2(θks )2 for each k.
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3. Now, we symmetrize the leading order term. Let u = (χ′)1/2. Since u is
smooth by assumption, we use (C.1) to expand the leading order terms and obtain

(us)
2B1 +B1(us)

2 = 2usB1us + us[us, B1] + [B1, us]us

= 2usB1us +

n−1∑
l=1

s−l

l!

(
usu

(l)
s B1+l +B∗

1+lu
(l)
s us

)
+ s−n(usR

′
n +R′∗

n us),(2.28)

where ∥R′
n∥ ≤ c′∥Bn+1∥ for some constant c′ > 0 depending only on u.

Again, using operator estimate (2.26), for each l = 1, ..., n− 1, we have

s−l(usu
(l)
s B1+l +B∗

1+lu
(l)
s us) ≤ s−1∥B1+l∥2(u(l)

s )2 + s−2l+1(us)
2,(2.29)

and for the remainder term we have

s−n(usR
′
n +R′∗

n us) ≤ s−1(us)
2 + s−2n+1∥R′

n∥2(θ̃s)2,(2.30)

where θ̃ is again some smooth cutoff function supported in (0, δ/2) that takes value

1 on the support of u and θ̃s ≡ θ̃(s−1(Φ − vt)). Since u, u(l) and θ̃ are supported

in (0, δ/2), we can modify ξ2, ..., ξn in such a way that ξl ∈ X majorizes u2, θ̃2 and
(u(l))2 for each l = 1, ..., n− 1.

Collecting all terms except for the leading order ones into the remainder term
RemH , we obtain (2.15). □

Proof of Proposition 2.4. In this proof, we also fix t and omit it from the notation.
Furthermore, we fix j ≥ 1 and denote Dj,k ≡ adkΦ(Wj). In particular, we obtain

adkΦ(W
∗
j ) = (−1)k(adkΦ(Wj))

∗ = (−1)kD∗
j,k.

1. First, using Lemma C.2 and the boundedness of Wj , we have

[χs,Wj ] = −
n∑

k=1

s−k

k!
χ(k)
s Dj,k − s−(n+1)Rright

j,n+1(2.31)

where Rright
j,n+1 is given in (C.14) and satisfies the estimate

∥Rright
j,n+1∥

2 ≤ C∥Dj,n+1∥2,(2.32)

for some constant C independent of j. Similarly, we have

[W ∗
j , χs] = −

n∑
k=1

s−k

k!
D∗

j,kχ
(k)
s − (−1)n+1s−(n+1)R̃left

j,n+1,(2.33)

where R̃left
j,n+1 = (−1)n+1(Rright

j,n+1)
∗. Combining (2.31) and (2.33), we have

G′
j(χs) = W ∗

j [χs,Wj ] + [W ∗
j , χs]Wj

= −
n∑

k=1

s−k

k!

(
W ∗

j χ
(k)
s Dj,k +D∗

j,kχ
(k)
s Wj

)
− s−(n+1)

(
W ∗

j R
right
j,n+1 + (Rright

j,n+1)
∗Wj

)
,(2.34)

where G′
j(·) = W ∗

j [·,Wj ] + [W ∗
j , ·]Wj .
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2. We now verify that the r.h.s. of (2.34) is summable in j ≥ 1. We begin with
the remainder terms. Using the operator estimate (2.26), we obtain

±
(
W ∗

j R
left
j,n+1 + (Rleft

j,n+1)
∗Wj

)
≤ W ∗

j Wj + ∥Rleft
j,n+1∥2,(2.35)

which are summable in j ≥ 1 since
∑

j W
∗
j Wj strongly converges in H, and since

(2.2) and (2.32) hold.
Next, we estimate the k-th terms in the first two lines of (2.34). Let θk be some

smooth cutoff function supported in (0, δ/2) such that θk ≡ 1 on supp(χ(k)). It

follows that χ
(k)
s = θksχ

(k)
s θks , where θks ≡ θk(s−1(Φ− vt)). Then, we claim that

W ∗
j χ

(k)
s Dj,k +D∗

j,kχ
(k)
s Wj

= θks

(
W ∗

j χ
(k)
s Dj,k +D∗

j,kχ
(k)
s Wj

)
θks + s−(n+1−k)Ck∥Dj,n+1∥2,(2.36)

where Ck is some constant depending only on χ(k).
If (2.36) holds, then using (2.26), we have

±
(
W ∗

j χ
(k)
s Dj,k +D∗

j,kχ
(k)
s Wj

)
≤ θksW

∗
j Wjθ

k
s + ∥Dj,k∥2∥χ(k)∥2(θks )2 + Cks

−(n+1−k)∥Dj,n+1∥2,(2.37)

which are also summable in j ≥ 1 by (2.2).

3. Now, we prove the claim (2.36). By a direct calculation, we have

W ∗
j χ

(k)
s Dj,k − θksW

∗
j χ

(k)
s Dj,kθ

k
s

= [W ∗
j , θ

k
s ]χ

(k)
s Dj,k + θksW

∗
j χ

(k)
s [θks , Dj,k](2.38)

and a similar expression for D∗
j,kχ

(k)
s Wj . Thus, it suffices to show that [W ∗

j , θ
k
s ] and

[θks , Dj,k] are O(s−(n−k)).

3.1. For the first term, we use (2.33) to obtain

[W ∗
j , θ

k
s ] = −

n∑
l=1

s−l

l!
D∗

j,l(θ
k)(l)s − s−(n+1)R∗

j,n+1,(2.39)

where Rj,n+1 is given by (C.14) and satisfies the estimate ∥Rj,n+1∥ ≤ C∥Dj,n+1∥.
Since θk ≡ 1 on supp(χ(k)), then we have (θk)

(l)
s χ

(k)
s = 0 for l ≥ 1 so that

[W ∗
j , θ

k
s ]χ

(k)
s Dj,k = −s(n+1)R∗

j,n+1χ
(k)
s Dj,k,(2.40)

which is O(s−(n+1)) and summable in j ≥ 1, by the Cauchy-Schwarz inequality and
(2.2).

3.2. For the second term, we proceed similarly, using (2.31), to obtain

[θks , Dj,k] = −
n−k∑
l=1

s−l

l!
(θk)(l)s Dj,k+l + s−(n+1−k)R̃j,n+1−k,(2.41)

where R̃j,n+1−k is given by (C.13) with n replaced by n−k and satisfies the estimate

∥R̃j,n+1−k∥ ≤ C∥Dj,n+1−k∥ with C only depending on θk. Using the same reason

as above, since χ
(k)
s (θk)

(l)
s = 0 for all l ≥ 1, we conclude that

θksW
∗
j χ

(k)
s [θks , Dj,k] = s−(n+1−k)θksW

∗
j χ

(k)
s R̃j,n+1−k.(2.42)

This completes the proof of the claim (2.36).
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4. Now we choose ξ2, ..., ξn ∈ X such that∥
∑
j≥1

W ∗
j Wj∥+

∑
j≥1

∥Dj,k∥2
 (θk)2 ≤ Mk(ξ

k)′.

Then, by writing everything as RemW in (2.34) except for the leading order terms
(obtained for k = 1), we obtain, up to some terms coming from the leading order
terms which will be dealt with below, the estimate

±RemW ≤
n+1∑
k=2

Mk

sk
(ξk)′s +

Cµn

sn+1
,(2.43)

where C is a constant depending only on χ and n.

5. Finally, we deal with the leading order terms (obtained for k = 1) in (2.34).
Following the same lines as in the proof for Proposition 2.3, we define u =

√
χ′ and

use (C.1) to obtain

W ∗
j χ

′
sDj,1 + h.c.

=usW
∗
j Dj,1us + [W ∗

j , us]usDj,1 + usW
∗
j [us, Dj,1] + h.c.,(2.44)

where h.c. means the adjoint of the terms before it. Without repeating the same
calculation as above, using (C.1) and (2.26), we can show that the commutators
are summable in j ≥ 1. Then, we modify ξk ∈ X to majorize (u(k))2 and u2 as
well. This completes the proof. □

Now we are ready to prove Theorem 2.1:

Proof of Theorem 2.1. Given Proposition 2.3–2.4, we choose ξ2, ..., ξn depending
on χ, in such a way that

RemH +RemW ≤
n∑

k=2

Mk

sk
(ξk)′ts + C

µn

sn+1
,(2.45)

where C is some constant which depends only on n and χ.
It remains to calculate ∂tχts. Using the chain rule, we immediately obtain

∂tχts = −s−1vχ′
ts.(2.46)

This completes the proof. □

2.3. Proof of Proposition 2.2.

Proof of Proposition 2.2. Within this proof, all constants C > 0 depend only on χ
and n.

We will use the relation (2.7). First, we observe that, by Condition (2.1) and
Definition (2.5), for χ ∈ X and all 0 < t ≤ s, the operator χts maps D(H) into
itself. Moreover, (2.19) in the proof of Proposition 2.3 shows that [H,χts] ∈ B(H).
Hence χts ∈ D(L′).

Next, for each fixed s, integrating the formula (2.7) with Ψt ≡ χts in t gives

χts(t)−
∫ t

0

β′
r(Dχrs) dr = χ0s(0).(2.47)
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µ
0 δ/2 δ

χ(µ) χ̃(µ)

Figure 3. Schematic diagram illustrating χ̃ satisfying (3.1).

The positive-preserving property of the flow (1.1) (see (1.20)) extends by duality
to β′

r , so that we can apply the inequality (2.9) to the second term on the l.h.s. of
(2.47) to obtain

χts(t) + (v − κΦ)s
−1

∫ t

0

χ′
rs(r) dr

≤ χ0s(0) + Cµn

(
n∑

k=2

s−k

∫ t

0

(ξk)′rs(r) dr + ts−(n+1)

)
,(2.48)

where we recall that the second term in the r.h.s. is dropped for n = 1.
Since κΦ < v and t ≤ s, (2.48) implies, after dropping χts(t) ≥ 0, which is due

to the positive-preserving property of the flow (1.1) (see (1.20)), and multiplying
by s(v − κΦ)

−1 ≥ 0, that∫ t

0

χ′
rs(r) dr ≤ Cµn

(
sχ0s(0) +

n∑
k=2

s−k+1

∫ t

0

(ξk)′rs(r) dr + ts−n

)
.(2.49)

3. If n = 1, then (2.49) gives (2.11). If n ≥ 2, applying (2.49) to the term∫ t

0
(ξk)′rs(r) dr and using the property (X2), we obtain

∫ t

0

χ′
rs(r) dr ≤ Cµ2

n

(
sχ0s(0) + ξ20s(0) +

n∑
k=3

s−k+2

∫ t

0

(ηk)′rs(r) dr + ts−n
)
,

(2.50)

where the third term in the r.h.s. is dropped for n = 2, and ηk = ηk(ξ2, ξk) ∈
X , k = 3, . . . , n. Bootstrapping this procedure, we arrive at (2.11). □

3. Proof of Theorem 1.1

We formulate the technical relations mentioned in Theorem 1.1. Given a smooth,
non-negative cutoff function g with supp(g) ⊂ (−∞, E] (see also Remark 5)and a
smooth function χ from the space (2.5), we choose smooth cutoff functions g̃ and
χ̃ such that supp(g̃) ⊂ {g ≡ 1} and supp(χ̃′) ⊂ (δ,+∞) = {χ ≡ 1}, so that

χ̄(µ)χ̃(µ) = 0,(3.1)

ḡ(µ)g̃(µ) = 0.(3.2)

see Figs. 3–4.
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µ
Σ− ϵ Σ− ϵ/2 Σ E − ϵ E − ϵ/2 E

g(µ) g̃(µ)

Figure 4. Schematic diagram illustrating g̃ satisfying (3.2). Here
Σ := inf σ(H) (see Remark 5).

We also specify the self-adjoint operator Φ in Theorem 2.1 and Definition (2.6)
as

(3.3) Φ := dEX = g(H)dXg(H),

where, recall, X ⊂ Rd is a bounded subset with smooth boundary and dX ∈
C∞(Rd) is the smoothed distance function to X given in (1.11) for some ϵ0 > 0
and satisfies (1.12).

We introduce the following shorthand notation:

χE
ts := χ((dEX − vt)/s), χts := χ((dX − vt)/s).(3.4)

Now, for any χ ∈ X and g̃, χ̃ as above, we claim that

χ♯
XχE

0sχ
♯
X = O(s−n),(3.5)

χE
ts ≥ g̃χ̃tsg̃ +O(s−n),(3.6)

where we recall that χ♯
X stands for the characteristic function of X. We postpone

the proofs of these claims to Section 5.
Recall that β′

t denotes the evolution generated by the operator L′ and that
χE
ts(t) := β′

t(χ
E
ts), (χ

′)Ets(t) := β′
t((χ

′)Ets). We are now ready to prove Theorem 1.1.

Proof of Theorem 1.1. We want to apply Proposition 2.2 to H = −∆+ V (x) and
Wj satisfying (H)–(W2), with Φ given by (3.3). Hence we need to verify that the
abstract conditions (2.1)–(2.2) are satisfied.

First, we fix any c > 0 and justify that (dEX + c)−1 maps D(H) into itself.
Recalling that dEX = g(H)dXg(H) with supp(g) ⊂ (−∞, E], we have

(dEX + c)−1 = χ#
(−∞,E](H)(dEX + c)−1 + χ#

(E,∞)(H)(dEX + c)−1

= χ#
(−∞,E](H)(dEX + c)−1 + c−1χ#

(E,∞)(H).

The first term is a bounded operator from H to D(H) while the second term
obviously preserves D(H). This shows that (dEX + c)−1 maps D(H) into itself

Next, condition (2.2) is verified in Section 4, see Corollary 4.3. Therefore Propo-
sition 2.2 with Φ = dEX applies.

Now we take χ ∈ X with χ(µ) ≡ 1 for µ ≥ δ/2. Retaining the first term in the
l.h.s. of (2.48) in the proof of Proposition 2.2 and dropping the second one, which
is non-negative since χ′ ≥ 0 and v > κ, we obtain

χE
ts(t) ≤ χE

0s(0) + Cn,E

(
n∑

k=2

s−k+1

∫ t

0

((ξk)′)Ers(r)dr + ts−(n+1)

)
.
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Here we used that the constant µn = max2≤k≤n+1 Mk appearing in the r.h.s. of
(2.48) is bounded by Cn,E for some positive constant depending on n and E. Ap-
plying (2.11) to the second term on the r.h.s., we deduce that, with the notation
as in (1.25),

χE
ts(t) ≤ χE

0s(0) +O(s−1ξE0s(0)) +O(s−n),(3.7)

for some ξ ∈ X and all s > t. Taking expectation w.r.t. ρ0 on both sides of (3.7)
and recalling that χts(t) := β′

t(χts), we find

(3.8) Tr
(
β′
t(χ

E
ts)ρ0

)
≤ Tr

((
χE
0s +O(s−1ξE0s)

)
ρ0
)
+O(s−n).

By the localization assumption (1.7) on the initial state, we have ρ0 = χ♯
Xρ0χ

♯
X .

By this fact, we find

(3.9) Tr
((
χE
0s +O(s−1ξE0s)

)
ρ0
)
= Tr

(
χ♯
X

(
χE
0s +O(s−1ξE0s)

)
χ♯
Xρ0

)
= O(s−n).

The relation (3.6) implies

χE
ts ≥ g̃χ̃tsg̃ +O(s−n),(3.10)

where we recall that g̃ is a smooth non-negative cutoff function with supp(g̃) ⊂
{g ≡ 1} and χ̃ is a smooth function such that χ̃ ≡ 1 on (δ,+∞). It follows that,
by applying the dual evolution β′

t,

(3.11) β′
t(g̃χ̃tsg̃) ≤ β′

t(χ
E
ts) +O(s−n).

Plugging the estimates (3.9), (3.10) and (3.11) to (3.8) yields

Tr(g̃χ̃tsg̃βt(ρ0)) = O(s−n).(3.12)

Finally, recalling the Definition (1.11), we find, for all v ∈ (κ, c),

(3.13) χ♯
Xc

ct
= θ+(dXct) = θ+(dX − ct) ≤ χ̃ts,

where θ+ is the Heaviside function, provided δ = c− v and s = t. See Figure 5.

µ
vt+ δs

χ̃(µ−vt
s ) θ+(µ− ct)

Figure 5. Schematic diagram illustrating estimate (3.13).

Hence we obtain estimate (1.8) from (3.12)–(3.13). This completes the proof of
Theorem 1.1. □
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4. Estimates of multiple commutators

In this section, we establish some key estimates for multiple commutators of the
form adkAE (B). More precisely, we show that the operators H = −∆ + V (x) and
Wj satisfying (H)–(W2), with Φ given by (3.3), verify that the abstract conditions
(2.2) used to prove the recursive monotonicity estimate in Section 2.

First, we introduce some notation. For an integer k and a function f ∈ C∞(Rd),
we write

(4.1) f ∈ Sk

if there exists C = C(|α|, f) > 0 such that for all multi-indices α and x ∈ Rd,

(4.2) |∂αf(x)| ≤ C ⟨x⟩−k−|α|
.

For any multi-index β, f ∈ Sk and g ∈ Sl, it follows immediately from the definition
and Leibniz’s rule that

∂βf ∈Sk+|β|,(4.3)

fg ∈Sk+l.(4.4)

We denote by ak a generic function belonging to Sk.
To further simplify notation, for a fixed operator A on H, define

CA : B 7→ adA(B) ≡ [A,B]

on the set of linear operators on H. We also omit the subindices in xj and pj .
Restoring these subindices is straightforward.

We we prove results in this section for

(4.5) ϕ ∈ S−1.

Later on, we will choose ϕ = dX from (1.11), which satisfies condition (4.5) by
(1.12).

4.1. Bounds on multiple commutators with H. The main result of this section
are the following two propositions.

Proposition 4.1. Let n ≥ 1. Suppose H satisfies (H) and let ϕ be as above. Let
ϕE := gϕg, where g is defined in (1.13)-(1.14). Then there exists C = C(n,M,E) >
0 such that, for all E ∈ R,∥∥∥Ck

ϕE (H)
∥∥∥ ≤ C (k = 1, . . . , n+ 1).(4.6)

Proof. 1. In the following, we denote the resolvent (z −A)−1 of the operator A by
RA(z) and RA if the argument is not important. For measures, if it is clear from
the context, we will also drop the arguments for simplicity.

2. The proof is based on the mapping property of certain derivations. Before we
proceed, we define a class of operators

(4.7) F (1) :=
{
polynomials of operators of the form B(1)

}
,
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where

(4.8) B(1) =

∫
dµ(z1, . . . , zν)

 ν∏
j=1

RH(zj)
m1

j

( N∏
q=1

ν∏
r=1

akq
pℓqRH(zr)

mq
r

)
,

ν∑
j=1

m1
j ≥ 1, 0 ≤ ℓq ≤ min(1,

ν∑
r=1

mq
r), kq ≥ 0, ∀q = 2, . . . N.

Here µ is some finite measure on Cν , ν ≥ 2, N is some finite integer, and, recall,
ak’s stand for generic functions belonging to Sk (see (4.1)). Moreover, here and it

what follows, we use the shorthand akp for −i
∑d

j=1 ak,j∂xj
where all the functions

ak,j belong to Sk. Since ℓq ≤
∑ν

r=1 m
q
r, ℓq ≤ 1, and kq ≥ 0 for each q, the second

factor in the integrand of (4.8) is bounded, and therefore

F (1) ⊂ B(H).(4.9)

Thus our goal is to show that

Ck
ϕE (H) ∈ F (1) for 1 ≤ k ≤ n+ 1.(4.10)

3. We prove (4.10) by induction. For the base case k = 1, since [g,H] = 0, we
find by Leibniz’s rule that

CϕE (H) = gCϕ (H) g.(4.11)

Using formula (C.1) for each g, we can rewrite (4.11) using Fubini’s theorem as

(4.12) CϕE (H) =

∫∫
dg̃(z1)⊗ dg̃(z2)RH(z1)Cϕ (H)RH(z2).

By Remark 5, we can modify g to have compact support. Thus, we can choose the
measure dg̃ ⊗ dg̃ to have compact support in C2 (see (B.5) and Appds. B–C for
details).

Next, we compute

(4.13) Cϕ (H) = ∆ϕ+ 2∇ϕ · ∇.

Using (4.13), together with assumption (4.5) and identity (4.3), we can write

Cϕ (H) = a1 + a0p, aj ∈ Sj .(4.14)

Plugging expression (4.14) into (4.12) shows that CϕE (H) ∈ F (1). This completes
the proof of the base case of (4.10).

4. Now, assuming Ck
ϕE (H) ∈ F (1), we will prove Ck+1

ϕE (H) ∈ F (1). It is imme-

diately clear that the induction step is equivalent to showing

(4.15) CϕE (F (1)) ⊂ F (1).

To establish (4.15), we use the crucial fact that the map CA is a derivation, i.e. a
linear operator satisfying the Leibniz rule. In particular, with A = ϕE = gϕg =
ϕg2 + [g, ϕ]g, we have

(4.16) CϕE = ϕCg2 + Cϕ(·)g2 + C[g,ϕ]g.

Also, we note some simple commutator identities

CARH = RH(CAH)RH for all operators A s.t. RH : D(A) → D(A),(4.17)

CHp = i∇V, Cϕp = i∇ϕ, CϕH = −CHϕ = ∆ϕ+ 2∇ϕ · ∇.(4.18)
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We will show that each of the three maps in (4.16) maps F (1) into itself using
the relations (4.17)–(4.18).

4.1 First, we show ϕCg2(F (1)) ⊂ F (1). Since ϕCg2(RH) = 0, it suffices, by the
induction hypothesis, formula (4.8) and Leibniz’s rule, to evaluate the operators

(4.19) ϕCg2(p), ϕCg2(ak).

Using (4.17)–(4.18), together with the relation Cg2A = −
∫
dg̃2RH(CHA)RH

and the fact that ∇V ∈ S1 by Hypothesis (H), we compute, using (4.18) twice,

ϕCg2(p) =

∫
dg̃2ϕRH(i∇V )RH

=

∫
dg̃2RHa0RH +

∫
dg̃2RH(a1 + a0p)RHa1RH ,(4.20)

where in the second equality we commuted ϕ through RH and used (4.5). Similarly,

ϕCg2(ak) =

∫
dg̃2ϕRH(∆ak + 2∇ak · ∇)RH

=

∫
dg̃2RH(ak+1 + akp)RH

+

∫
dg̃2RH(a1 + a0p)RH(ak+2 + ak+1p)RH ,(4.21)

which are indeed of the desired form in order to deduce that ϕCg2(F (1)) ⊂ F (1).

4.2 Next, we show Cϕ(F (1))g2 ⊂ F (1). Since Cϕ(ak) = 0 for all k, it suffices,
by induction hypothesis, formula (4.8) and Leibniz’s rule, to evaluate the following
operators

(4.22) Cϕ(p), Cϕ(RH),

where, recall, RH stands for the resolvent of H. Using the relations (4.17)–(4.18),
we compute

Cϕ(p) =∇ϕ ∈ S0,(4.23)

Cϕ(RH) = RH(CϕH)RH = RH(∆ϕ+ 2∇ϕ · ∇)RH

= RH(a1 + a0p)RH ,(4.24)

which, inserted into (4.8), allows us to conclude that Cϕ(F (1))g2 ⊂ F (1).

4.3 Finally, we show C[g,ϕ]g(F (1)) ⊂ F (1). By the induction hypothesis and the
Leibniz rule, it suffices to show that [g, ϕ] g is of the form (4.8). To this end we use
(C.1) so that

[g, ϕ] g =

(∫
dg̃(z1) [RH(z), ϕ]

)(∫
dg̃(z2)RH(z2)

)
= −

(∫
dg̃(z1)RH(z1)Cϕ (H)RH(z1)

)(∫
dg̃(z2)RH(z2)

)
.(4.25)

Inserting identity (4.13) into the first factor in line (4.25), we conclude C[g,ϕ]g(F (1)) ⊂
F (1).

This completes the induction step and Proposition 4.1 is proved. □
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4.2. Bounds on multiple commutators with Wj’s.

Proposition 4.2. Suppose Assumption (W2) holds for some n ≥ 1 and let ϕ ∈
C∞(Rd) satisfy condition (4.5). Let ϕE = gϕg where g is defined in (1.13)–(1.14).
Then, the following estimates hold:

(4.26)
∑
j

∥∥∥Ck
ϕE (Wj)

∥∥∥2 < ∞ (k = 0, . . . , n+ 1).

Proof. We will adapt the strategy and notations in the proof of Proposition 4.1 to
establish certain mapping property for the derivation CϕE . For each k = 1, . . . , n+1,
we define the following class of operators on B(H):

G(2)
m := {LARA′B(2)

rs | A,A′ ∈ F (1) ∪ {1},(4.27)

B(2)
rs ≡ (⟨x⟩Cp)

rCs
x with r, s ≥ 0 and r + s = m}.

Here L,R are left- and right-multiplication operator on B(H), respectively, and

F (1) is defined in (4.7). Furthermore, we define F (2)
k acting on B(H) as linear

combinations of elements in G(2),

F (2)
k := span

k⋃
m=1

G(2)
m .(4.28)

The remainder of the proof proceeds as follows: In Steps 1–2, we prove an

abstract algebraic identity for the space F (2)
k and the derivation CϕE . In Step 3, we

apply this identity to each Wj . We can sum the estimates in j thanks to assumption
(W2) and from there we conclude the desired result (4.26).

Our main claim is the following purely algebraic fact: for any abstract operator
W and every k = 1, . . . , n+ 1,

(4.29) Ck
ϕE (W ) = ℓk(W ) for some ℓk ∈ F (2)

k .

We prove this claim by induction in k.
1. Induction base for (4.29). We begin with the induction base, k = 1. First, we

note that

[⟨x⟩, p] = Cp⟨x⟩ = i∇⟨x⟩ = a0,(4.30)

so that, since ⟨x⟩−1 ∈ S1,

⟨x⟩CHW = ⟨x⟩(pCpW ) + ⟨x⟩(CpW )p+ ⟨x⟩CV W

= p(⟨x⟩CpW ) + [⟨x⟩, p]CpW + (⟨x⟩CpW )p+ ⟨x⟩CV W

= p(⟨x⟩CpW ) + a0CpW + (⟨x⟩CpW )p+ ⟨x⟩CV W

= p(⟨x⟩CpW ) + a1⟨x⟩CpW + (⟨x⟩CpW )p+ ⟨x⟩CV W.(4.31)

The first three terms in (4.31) are all contained in F (2)
1 (W ). For the last term

⟨x⟩CV W , using the identity

Rx(z) ≡ (z − x)−1 = (x− i)−1[1− (z − i)Rx(z)],(4.32)
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and noting that ⟨x⟩(x− i)−1 ∈ S0, we find

⟨x⟩CV W =

∫
dṼ (z)⟨x⟩Rx(z)[CxW ]Rx(z)

= a0

∫
dṼ (z)(1− (z − i)Rx(z))[CxW ]Rx(z).(4.33)

Note that the integral in (4.33) is convergent, as follows from the fact that V ∈ Sσ

for some σ > 0 (see Hypothesis (H)) together with the properties of the almost

analytic extension Ṽ described in Appendix B. Hence, combining (4.31) and (4.33),

we conclude that ⟨x⟩CHW ∈ F
(2)
1 .

Here and below, to simplify the proof we take d = 1. For d ≥ 1, we use the
Helffer-Sjöstrand representation (C.1) for several variables to write

V (x1, . . . , xd) =

∫
dṼ (z1, . . . , zd)(z − x1)

−1 . . . (z − xd)
−1,

which yields through Leibniz rule that

⟨x⟩CV W =

∫
dṼ (z)⟨x⟩Rx1

(z)[Cx1
W ]Rx1

(z)Rx2
(z) · · ·Rxd

(z) + . . .

+

∫
dṼ (z)⟨x⟩Rx1(z) · · ·Rxd

(z)[Cxd
W ]Rxd

(z).

One can handle each of the d terms on the r.h.s. exactly as in (4.33) and then sum
over the results.

Now, using (4.16), we have

CϕE (W ) = ϕCg2(W ) + Cϕ(W )g2 + C[g,ϕ]g(W ).(4.34)

Since g[ϕ, g] ∈ F (1) (as shown in the proof of Proposition 4.1), the last term in

(4.34) is contained in F (2)
1 (W ). To deal with the first two terms, we use identities

(4.17)–(4.18) and the fact that ϕ⟨x⟩−1 = a0, ∆⟨x⟩ = a1 (because ⟨x⟩ ∈ S−1) to
compute

ϕCg2(W ) = a0⟨x⟩Cg2(W ) = a0

∫
dg̃2(z)RH(z)[⟨x⟩CH(W )]RH(z)

+ a0

∫
dg̃2(z)RH(z)(a1 + a0p)RH(z)a1[⟨x⟩CHW ]RH(z),(4.35)

Cϕ(W )g2 =

∫
dϕ̃(z)Rx(z)[CxW ]Rx(z)g

2.(4.36)

Since ⟨x⟩CHW ∈ F (2)
1 as we proved earlier, expression (4.35) shows Cg2(W ) ∈ F (2)

1 .

Since g2 ∈ F (1) (again, shown in the proof of Proposition 4.1), expression (4.36)

shows Cϕ(W )g2 ∈ F (2)
1 . Combining these facts with decomposition (4.34), we

conclude that CϕEW ∈ F (2)
1 (W ). This completes the proof for the base case.

2. Induction step for (4.29). Now, assuming (4.29) holds for k = m, we prove

it for k = m + 1. Since Cm+1
ϕE (W ) = CϕE (Cm

ϕE (W )), by inductive hypothesis, it

suffices to show that CϕE (ABm(W )A′) ∈ F (2)
m+1(W ), where A,A′ ∈ F (1) ∪ {1} and

Bm = (⟨x⟩Cp)
rCs

x with any pair r, s ∈ N such that r + s ≤ m.



22 S. BRETEAUX, J. FAUPIN, M. LEMM, D. OUYANG, I. M. SIGAL, AND J. ZHANG

Since CϕE is a derivation, we have

CϕE (ABm(W )A′) = (CϕEA)Bm(W )A′ +ACϕE (Bm(W ))A′ +ABm(W )(CϕEA′).

(4.37)

Since A,A ∈ F (1) ∪ {1}, by Proposition 4.1, we have CϕE (A), CϕE (A′) ∈ F (1) so

that the first and the third term in (4.37) are contained in F (2)
m+1(W ). Thus, it

suffices to compute the second term in (4.37).
By (4.16), we have

CϕE (Bm(W )) = Cϕ(Bm(W ))g2 + ϕCg2(Bm(W )) + Cg[ϕ,g](Bm(W )).(4.38)

Since g[ϕ, g] ∈ F (1), the last term in (4.38) is contained in F (2)
m+1(W ). Thus it

remains to deal with the first two terms.

We first compute the first term in (4.38). Using (C.1), Bm(W ) = (⟨x⟩Cp)
rCs

xW
and Jacobi identity

CpCx = CxCp, Cx(⟨x⟩Cp) = ⟨x⟩CpCx,(4.39)

we have

Cϕ(Bm(W ))g2 =

∫
dϕ̃(z)Rx(z)[Cx((⟨x⟩Cp)

rCs
xW )]Rx(z)g

2

=

∫
dϕ̃(z)Rx(z)[(⟨x⟩Cp)

rCs+1
x W ]Rx(z)g

2,(4.40)

which is contained in F (2)
m+1(W ), as in (4.36).

Next, we compute the second term in (4.38). Again, using (C.1), (4.16)–(4.18),
ϕ⟨x⟩−1 = a0, and ∆⟨x⟩ = a1, we have

ϕCg2(Bm(W )) = a0⟨x⟩Cg2(Bm(W ))

= a0

∫
dg̃2(z)⟨x⟩RH(z)[CH(Bm(W ))]RH(z)

= a0

∫
dg̃2(z)RH(z)[⟨x⟩CH(Bm(W ))]RH(z)

+ a0

∫
dg̃2(z)RH(z)[a1 + a0p]RH(z)a1[⟨x⟩CH(Bm(W ))]RH(z).(4.41)

To finish the proof, it suffices to compute ⟨x⟩CH(Bm(W )). By the definition of H
and the facts that Cp⟨x⟩ = i∇⟨x⟩ = a0 and a0⟨x⟩−1 = a1, we have

⟨x⟩CH(Bm(W )) = ⟨x⟩pCp(Bm(W )) + (⟨x⟩Cp(Bm(W )))p+ ⟨x⟩CV (Bm(W ))

= p(⟨x⟩Cp(Bm(W ))) + (⟨x⟩Cp(Bm(W )))p

+ a0Cp(Bm(W )) + ⟨x⟩CV (Bm(W ))

= p(⟨x⟩Cp(Bm(W ))) + (⟨x⟩Cp(Bm(W )))p

+ a1⟨x⟩Cp(Bm(W )) + ⟨x⟩CV (Bm(W )).(4.42)

Since Bm(W ) = (⟨x⟩Cp)
rCs

xW , the first three terms in (4.42) give

p⟨x⟩Cp(Bm(W )) = p(⟨x⟩Cp)(⟨x⟩Cp)
rCs

xW = p[(⟨x⟩Cp)
r+1Cs

xW ],(4.43)

(⟨x⟩Cp(Bm(W )))p = [(⟨x⟩Cp)
r+1Cs

xW ]p,(4.44)

a1⟨x⟩Cp(Bm(W )) = a1(⟨x⟩Cp)
r+1Cs

xW,(4.45)



LIGHT CONES FOR OPEN QUANTUM SYSTEMS 23

which all belong in F (2)
m+1(W ). Finally, for the last term in (4.42), using (4.39), the

identity (4.32), and the fact that ⟨x⟩(x− i)−1 ∈ S0, we have

⟨x⟩CV (Bm(W )) =

∫
dṼ (z)⟨x⟩Rx(z)[Cx(Bm(W ))]Rx(z)

= a0

∫
dṼ (z)(1− (z − i)Rx(z))[(⟨x⟩Cp)

rCs+1
x W ]Rx(z),(4.46)

which again is contained in F (2)
m+1(W ). Substituting (4.43)–(4.46) back to (4.42),

we conclude that ⟨x⟩CH(Bm(W )) ∈ F (2)
m+1(W ). This fact, together with expression

(4.41), implies ϕCg2(Bm(W )) ∈ F (2)
m+1(W ).

Combining the results from Steps 2.1–2 in decomposition (4.38), we find that

CϕE (Bm(W )) ∈ F (2)
m+1(W ) for any Bm(W ) ∈ F (2)

m+1(W ). This completes the induc-
tion step and so (4.29) follows.

Conclusion. Using (4.29) and (W2), we now prove that Ck
ϕE (Wj) is square-

summable in j ≥ 1 for every k = 1, ..., n+ 1.

Since F (2)
k consists of linear combinations of elements in

⋃
m≤k G

(2)
m , by (4.29),

we have, for some M ≥ 0, that

Ck
ϕE (Wj) =

M∑
q=0

AqB
(2)
rqsq (Wj)A

′
q, Aq, A

′
q ∈ F (1), 0 ≤ rq + sq ≤ k.(4.47)

Note that here M , Aq’s and A′
q’s are all independent of j, since they arise from

the abstract algebraic identity (4.29). Using condition (1.5), the definition B
(2)
rs ≡

(⟨x⟩Cp)
rCs

x (see (4.27)), and the fact that F (1) ⊂ B(H) (proved in (4.9)), we find

that for all m = 1, . . . n+ 1 and A, A′ ∈ F (1),∑
j

∑
r,s≥0

r+s=m

∥∥∥AB(2)
rs (Wj)A

′
∥∥∥2 ≤ ∥A∥2 ∥A′∥2

∑
j

∑
r,s≥0

r+s=m

∥∥∥B(2)
rs (Wj)

∥∥∥2 < ∞.(4.48)

This, together with expression (4.47), implies the claim.
This completes the proof of Proposition 4.2. □

Corollary 4.3. Suppose that H = −∆+ V (x) and Wj satisfy (H)–(W2). Then,
with Φ given by (3.3), condition (2.2) holds.

Proof. Since dX(x) satisfies condition (4.5) (see (1.11) and (1.12)), it suffices to
apply Propositions 4.1–4.2. □

5. Proof of claims (3.5)–(3.6)

5.1. Proof of Claim (3.5). Recall that χ♯
X , X ⊂ Rd, denotes the characteristic

functions of X. Recall also that the set of smooth cutoff functions X is defined in
(2.5) and that dEX = gdXg with g = gE(H) (see (1.13)–(1.15)) and dX the smooth
distance function defined in (1.11). We reproduce Claim (3.5) below:

Proposition 5.1. For every χ ∈ X and χ0s = χ(s−1dEX) (see (3.4)),

χ♯
Xχ0sχ

♯
X = O(s−n).(5.1)
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Remark 9. This is a semiclassical estimate which physically says that a quantum
particle that is essentially localized in phase space inside an energy ball and outside
of X (by way of dEX) is also localized outside of X in position space up to small
errors. A technical challenge here is that the operator dX is unbounded.

Proof of Proposition 5.1. In the remainder of this proof, we use the following no-
tations: For z ∈ C with Im(z) ̸= 0, d as in (1.11), and g as in (1.14),

d ≡dX , dE ≡ dEX = gdXg, R = (d/s− z)−1, RE = (dE/s− z)−1,

b =d− dE , χE = χ(dE/s), χ = χ(d/s).

We begin with

Lemma 5.2. The operator Rb is bounded.

Proof. Since b = d − dE and Rd is bounded as the multiplication operator by a
bounded function, it suffices to show that RdE is bounded. For the latter, we have,
by (1.15),

RdE = Rgdg = Rdg2 +R[g, d]g.(5.2)

Since g is bounded and Rd = s(1 + zR) so that ∥Rd∥ ≤ s(1 + |z| |Im(z)|−1
), it

remains to show that [g, d] is bounded. Using the HS representation (C.1) with
k = 0 and formula (4.13), we have

[g, d] =

∫
dg̃(z)

[
(z −H)−1, d

]
=−

∫
dg̃(z)(z −H)−1ad1d(H)(z −H)−1

=

∫
dg̃(z)(z −H)−1 (∇ · (∇d) +∇d · ∇) (z −H)−1.(5.3)

Next we multiply by i and use the operator Cauchy-Schwarz inequality

i∇ · (∇d) +∇d · i∇

≤− ⟨E⟩−1/2
∆+ ⟨E⟩1/2 |∇d|2

≤ H

⟨E⟩1/2
+ ∥V ∥∞ + 1 + ⟨E⟩1/2 |∇d|2 =: BH,E .

By (1.12), we have |∇d| ≤ C. This, together with condition (1.4) on V and the HS
representation (C.1) with k = 1, shows that

∥∥(z −H)−1 (∇ · (∇d) +∇d · ∇) (z −H)−1
∥∥(5.4)

≤
∥∥B 1

2

H,E(z̄ −H)−1
∥∥∥∥B 1

2

H,E(z −H)−1
∥∥(5.5)

≤ C
(
⟨E⟩− 1

2 |z|+ ⟨E⟩ 1
2 |Im(z)|−2

)
.(5.6)

Using the properties of the almost analytic extension g̃ (in particular the fact that
it is compactly supported, see (B.5) and Remark 5), this shows that the integral in
(5.3) is norm convergent, which completes the proof. □
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Now, using the Helffer-Sjöstrand representation (C.1) and omitting the measure,
we write

χE =

∫
RE .(5.7)

Using that the operator Rb is bounded and expanding RE = (dE/s − z)−1 =
(d/s− z − b/s)−1 in powers of Rb/s up to the order n− 1, we obtain

RE = (d/s− z − b/s)−1 =

n−1∑
k=0

s−k(Rb)kR+ s−n(Rb)nRE .(5.8)

Plugging this expansion into (5.7) yields

χE =

n−1∑
k=0

χk + s−nRem1,(5.9)

where

χk =

∫
(Rb/s)kR and Rem1 =

∫
(Rb)nRE .(5.10)

Our goal is to move the R’s in the first integrand to the right. Using the relations
Rb = bR+ [R, b] and [R, b] = −s−1Radd(b)R, we would like to obtain an expansion
of the form

(Rb)kR =
∑
l

s−ilB̃lR
l+1 + s−nM̃k,(5.11)

where the operators B̃l and M̃k are polynomials of operators adkd(b), k = 0, 1, . . . ,

(and R for M̃k), and then use
∫
Rl+1 = (−1)l+1χ(l) (see (C.1)) and χ(l)χ#

X = 0 for

all l ≥ 0. The problem here is that the operators adkd(b) are not bounded, so B̃l and

M̃k are not guaranteed to be bounded operators. Hence, we proceed differently.
We transform the product (Rb/s)k as follows. We use the relation

b =gdḡ + ḡd = dh− add(ḡ)g,(5.12)

where ḡ = 1− g and h := ḡ(1 + g),(5.13)

and the definition R = (d/s− z)−1 to write

Rb/s = dsRh+Rcs, where(5.14)

ds := d/s, c := add(g)g, cs = c/s.(5.15)

Notice that the operators cs, h and dsR are bounded and

dsR = 1+ zR.(5.16)

The last two relations imply

Rb/s = h+Rcs + zRh.(5.17)

Our goal is to move the R’s to the extreme right to obtain the following:

Lemma 5.3. The operator (Rb/s)k has the following expansion:

(Rb/s)k = hk +

k∑
q=0

n−1∑
l=0

s−lBq,lR
l+1pq,l(z) + s−n

k∑
q=0

Mq,npq,n(z),(5.18)

where

(a) k = 1, ..., n− 1,
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(b) the operators Bq,l are polynomials of bounded operators admd (h) and admd (cs),
with 0 ≤ m ≤ l,

(c) the operators Mq,n are polynomials of bounded operators R, admd (h) and
admd (cs), with 0 ≤ m ≤ n and

degR(Mq,n) := powers of R in Mq,n ∈ [n+ 1, n+ k].(5.19)

(d) pq,l(z) are polynomials in z of the degree ≤ q.

We call the operators described in (b) as l-operators. Note that if Bl is an
l-operator, then it is also an (l +m)-operator for m ≥ 1.

Remark 10. The negative powers of s come from the commutator identity

[R,B] = −s−1R add(B)R,(5.20)

valid for any bounded operator B and Im(z) ̸= 0.

Proof of Lemma 5.3. We prove (5.18) by induction on k.
For the base case k = 1, we use the commutator expansion

RB =

p−1∑
r=0

(−1)rs−r adrd(B)Rr+1 + (−1)ps−pR adpd(B)Rp,(5.21)

valid for any bounded operators B and integer p ≥ 1. Applying (5.21) to B = h
and cs (see (5.14)), we find

Rb/s =h+Rcs + zRh

=h+

n−1∑
r=0

(−1)rs−r adrd(cs)R
r+1 + (−1)ns−nR adnd (cs)R

n

+ z

(
n−1∑
r=0

(−1)rs−r adrd(h)R
r+1 + (−1)ns−nR adnd (h)R

n

)
.(5.22)

This is of the form (5.18) with

B0,r := (−1)r adrd(cs), M0,n := (−1)nR adnd (cs)R
n,(5.23)

B1,r := (−1)r adrd(h), M1,n := (−1)nR adnd (h)R
n,(5.24)

where

degR(M0,n) = degR(M1,n) = n+ 1(5.25)

satisfies (5.19).
Now we assume (5.18) for a given k ≥ 1 and prove it for k → k + 1. We use

(5.17) to write

(Rb/s)k+1 = (zRh+Rcs + h)k+1

= zRh(Rb/s)k +Rcs(Rb/s)k + h(Rb/s)k

=: A+B + C.(5.26)

Using the induction hypothesis, we see that the third term on the r.h.s. of (5.26)
is already in the desired form (notice that the term hk+1 in (5.18) comes from this
contribution). The first two terms on the r.h.s. of (5.26) are treated similarly, so
we only consider the first term.
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We transform the term A in line (5.26) as

A =A1 +A2 +A3,(5.27)

where

A1 :=zRhk+1,(5.28)

A2 :=zRh

k∑
q=0

n−1∑
l=0

s−lBq,lR
l+1pq,l(z),(5.29)

A3 :=s−nzRh

k∑
q=0

Mq,npq,n(z).(5.30)

The term A1 can be handled using expansion (5.21) as

A1 = z

(
n−1∑
l=0

(−1)ls−l adld(h
k+1)Rl+1 + (−1)ns−nR adnd (h

k+1)Rn

)
.(5.31)

By Leibniz’s rule, for each l, adld(h
k+1) is an l-operator as defined in part (b) of

Lemma 5.3, and so A1 is of the form (5.18) with

B
(1)
1,l := (−1)ls−l adld(h

k+1), p
(1)
q,l := δ1qz,(5.32)

M
(1)
1,n := (−1)ns−nR adnd (h

k+1)Rn satisfying degR(M
(1)
1,n) = n+ 1.(5.33)

The term A3 can be written as

A3 =

k∑
q=0

(RhMq,n)(zpq,n(z)) =

k+1∑
q=1

M (2)
q,np

(2)
q,n,(5.34)

where

M (2)
q,n := RhMq−1,n, p(2)q,n := zpq−1,n(z),(5.35)

with notations as in parts (c)-(d) of Lemma 5.3. Since degR Mq,n ≤ n+ k, we have

degR M (2)
q,n ∈ [n+ 2, n+ k + 1],(5.36)

which satisfies the bound (5.19) with k → k + 1. Thus A3 is of the form (5.18).
To bring the term A2 into the desired form, we commute R’s in (5.28) to the

right using expansion (5.21). For each q = 0, . . . , k, we consider the sum

A2(q) :=

n−1∑
l=0

s−lzRhBq,lR
l+1pq,l(z),(5.37)

so that

A2 =

k∑
q=0

A2(q).(5.38)
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Let B′
q,l = hBq,l. Using (5.21), we have, for each l = 0, . . . , n− 1,

RhBq,lR
l = RB′

q,lR
l

(5.39)

=

n−l−1∑
r=0

(−1)rs−r adrd(B
′
q,l)R

l+r+1 + (−1)n−ls−(n−l)R adn−l
d (B′

q,l)R
n.

Using Leibniz rule for commutators and the structure of Bq,l, we conclude that
the operators adrd(B

′
q,l) are polynomials of admd (h) and admd (cs), m = 0, 1, ..., l +

r, and therefore are (l + r)-operators as defined above. So, setting B′′
q,l+r =

(−1)r adrd(B
′
q,l), expansion (5.39) becomes

RhBq,lR
l =

n−l−1∑
r=0

s−rB′′
q,l+rR

l+r+1 + s−(n−l)RB′′
q,nR

n.(5.40)

Substituting (5.40) into (5.37) and setting p′q+1,l(z) := zpq,l(z) for l = 0, . . . , n− 1,
we obtain

A2(q) =

n−1∑
l=0

n−l−1∑
r=0

s−(l+r)B′′
q,l+rR

l+r+1p′q+1,l(z)(5.41)

+ s−n
n−1∑
l=0

RB′′
q,nR

np′q+1,l(z).

Changing the summation index (l + r, l) → (l′, r′), the r.h.s. in line (5.41) can be
written as

n−1∑
l=0

n−l−1∑
r=0

s−(l+r)B′′
q,l+rR

l+r+1p′q+1,l(z) =

n−1∑
l′=0

l′∑
r′=0

s−l′B′′
q,l′R

l′+1p′q+1,r′(z).(5.42)

Setting p′′q+1,n :=
∑n−1

l=0 p′q+1,l(z) in (5.41) and p′′q+1,l′ :=
∑l′

r′=0 p
′
q+1,r′ for each

l′ = 0, . . . , n− 1 in (5.42), we conclude that

A2(q) =

n−1∑
l=0

s−lB′′
q,lR

l+1p′′q+1,l(z)

+ s−nRB′′
q,nR

np′′q+1,n(z).(5.43)

Plugging (5.43) into (5.38) yields

A2 =

k∑
q=0

n−1∑
l=0

s−lB′′
q,lR

l+1p′′q+1,l(z)

+ s−n
k∑

q=0

RB′′
q,nR

np′′q+1,n(z)(5.44)

Shifting the dummy index q → q + 1 and setting

B
(3)
q,l := B′′

q−1,l+1, p(3)q,n(z) := p′′q+1,n(z),(5.45)

M (3)
q,n := RB′′

q−1,nR
n with degR(M

(3)
q,n) = n+ 1,(5.46)

we conclude that A2 is of the form (5.18).
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This completes the proof of Lemma 5.3. □

Corollary 5.4. For any χ ∈ C∞(R) with compactly supported derivative and χk =∫
(Rb/s)kRdχ̃(z),

χk =hkχ(ds) +

k∑
q=0

n−1∑
l=0

s−lBq,l(χpq,l)
(l+1)(ds) + s−nRem2,k,(5.47)

where Bq,l are as in Lemma 5.3 and Rem2,k = O(1).

Proof. We have by the Heffler-Sjörstrand representation (C.1) that
∫
Rl+1pl(z) =

(−1)l+1(χpl)
(l)(ds) (see (C.1)).

This, together with the definition χk =
∫
(Rb/s)kR and expansion (5.18), implies

χk =hkχ(ds) +

k∑
q=0

n−1∑
l=0

s−lBq,l(χpq,l)
(l+1)(ds)

+ s−n
k∑

q=0

∫
Mq,nRpq,n(z) dχ̃(z).(5.48)

Thus it remains to show the integral on line (5.48) is O(1).

Using the estimate ∥R∥ ≤ |Im(z)|−1
and the degree bound (5.19) and that

k ≤ n− 1, we have

∥Mq,n∥ ≤ C

2n∑
j=n

|Im(z)|−(j+1)
for all q.(5.49)

Since pq,n has degree at most n and χ̃ has compactly supported derivatives, we find
by expression (5.49) and Corollary B.5 with (p, l) = (n+ 1, n), . . . , (2n+ 1, n) that

∥∥∥∥∫ Mq,nRpq,n dχ̃(z)

∥∥∥∥ ≤ C

∫ 2n∑
j=n

|Im(z)|−(j+2) |pq,n(z)| dχ̃(z) ≤ C.(5.50)

Summing (5.50) over q shows that the integral on line (5.48) is O(1). This completes
the proof of Corollary 5.4. □

Since χ(l)(ds)χ
#
X = 0 for all l ≥ 0, expansion (5.47) gives

χkχ
#
X = s−nRem2,kχ

♯
X = O(s−n).(5.51)

Next, we deal with the Rem1 term in (5.9). We use the splitting

Rb = Rc+R2h, c := add(g)g, R2 := dR,(5.52)

which follows from (5.14). We prove:

Lemma 5.5. For k ≥ 1, the operator (Rb)k has the following expansion:

(Rb)k =

k∑
l=0

Rl
2Nk−l,(5.53)

where the operators Nj are polynomials of bounded operators R, admd (h) and admd (c)
with 0 ≤ m ≤ k − 1 and

degR(Nj) := powers of R in Nj ∈ [j, j + 2k].(5.54)
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Proof. We prove this by induction on k = 1, 2, . . .. For the base case k = 1, we use
expansion (5.52), which is of the form (5.53) with N1 = Rc and N0 = h, satisfying
degree bound (5.54).

Suppose now (5.53) holds with some k ≥ 1, and we prove it for k → k+1. Using
(5.52) and the induction hypothesis, we write

(Rb)k+1 =(Rc+R2h)(Rb)k

=

k∑
l=0

RcRl
2Nk−l +

k∑
l=0

R2hR
l
2Nk−l

=:A+B.(5.55)

The goal now is to commute the bounded operator R2 successively to the left. Using
the relation

R2 = s(1 + zR)(5.56)

and identity (5.20), we find

adR2(D) = (s−1R2 − 1) add(D)R,(5.57)

for any operator D allowed by the domain consideration. Iterating identity (5.57)
for p ≥ 1 times shows that there exist absolute constants c0, . . . , cp s.t.

adpR2
(D) =

p∑
q=0

cqs
−qRq

2ad
p
d(D)Rp.(5.58)

Moreover, for any bounded operators D, E and integers l ≥ 1, we have

DEl = ElD +

l∑
p=1

(−1)p
(
l

p

)
El−padpE(D).(5.59)

Applying (5.58)–(5.59) to term A in (5.55) with D = c and E = R2, and using that
[R2, R] = 0, we find

A ≡RcNk +

k∑
l=1

RcRl
2Nk−l

=RcNk +

k∑
l=1

Rl
2RcNk−l

+

k∑
l=1

l∑
p=1

(−1)p
(
l

p

)
Rl−p

2 R adpR2
(c)Nk−l

=RcNk +

k∑
l=1

Rl
2RcNk−l

+

k∑
l=1

l∑
p=1

p∑
q=0

(−1)pcqs
−q

(
l

p

)
Rl−p+q

2 R adpd(c)R
pNk−l.(5.60)
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Regrouping (5.60) according to the power in R2 shows that

A =

k∑
l=0

Rl
2N

(1)
k+1−l,(5.61)

N
(1)
k+1 :=RcNk,(5.62)

N
(1)
k+1−l =RcNk−l(5.63)

+

k∑
l′=l

∑
p=1,...,l′

q=0,...,p,
q−p=l−l′

(−1)pcqs
−q

(
l′

p

)
R adpd(c)R

pNk−l′ , l = 1, . . . , k.

Since degR Nj ∈ [j, j + 2k], we derive from expressions (5.62)–(5.63) that

degR(N
(1)
j ) ∈ [j + 1, j + 2k + 1], j = 0, . . . k.(5.64)

Similarly, applying (5.58)–(5.59) to term B in (5.55) with D = h and E = R2

yields

B ≡R2hNk +

k∑
l=1

R2hR
l
2Nk−l

=R2hNk +

k∑
l=1

Rl+1
2 hNk−l

+

k∑
l=1

l∑
p=1

(−1)p
(
l

p

)
Rl−p+1

2 adpR2
(h)Nk−l

=R2hNk +

k∑
l=1

Rl+1
2 hNk−l

+

k∑
l=1

l∑
p=1

p∑
q=0

(−1)pcqs
−q

(
l

p

)
Rl−p+q+1

2 adpd(h)R
pNk−l.(5.65)

Regrouping (5.65) according to the power in R2 shows that

B =

k+1∑
l=1

Rl
2N

(2)
k+1−l,(5.66)

N
(2)
k :=hNk,(5.67)

N
(2)
k+1−l =hNk+1−l(5.68)

+

k+1∑
l′=l

∑
p=1,...,l′

q=0,...,p,
q−p=l−l′

(−1)pcqs
−q

(
l′ − 1

p

)
adpd(h)R

pNk+1−l′ ,

with l = 2, . . . , k + 1 and

degR(N
(2)
j ) ∈ [j, j + 2k + 1], j = 1, . . . k + 1.(5.69)
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Combining expansions (5.61), (5.66) in line (5.55) yields

(Rb)k+1 = N
(1)
k+1 +

k∑
l=1

Rl
2(N

(1)
k+1−l +N

(2)
k+1−l) +Rk+1

2 N
(2)
0 ,(5.70)

which is of the form (5.53) with k → k + 1. This completes the induction and the
proof of Lemma 5.5. □

Next, we have the following lemma

Lemma 5.6. Let Rem1 be as in (5.10). If K is any bounded operator with ran d ⊂
kerK then

KRem1 = O(∥K∥).(5.71)

Proof. We use expansion (5.53). Since ran d ⊂ kerK, we have KR2 = (Kd)R = 0
by definition (5.52). Thus only the leading term in (5.53) survives left multiplication
by K, yielding

KRem1 =

∫
K(Rb)nRE =

∫
KNnR

E .(5.72)

By the definition of Nn (see Lemma 5.5), we have

∥Nn∥ ≤ C

3n∑
j=n

|Im(z)|−j
.(5.73)

Thus, by (5.72),

∥KRem1∥ ≤ ∥K∥
3n∑
j=n

∫
|Im(z)|−(j+1)

.(5.74)

This, together with estimate (B.17) with (p, l) = (n, 0), . . . , (3n, 0) (recall n ≥ 1 to
begin with), implies the desired result, (5.71). □

Applying (5.71) with K = χ♯
X , whose kernel contains ran d due to (1.11), we

obtain

χ♯
XRem1 = O(1).(5.75)

Finally, plugging (5.51) and (5.75) back to expansion (5.9) yields the desired esti-
mate (5.1). This completes the proof of (5.1). □

Remark 11. We mention the following alternative proof of Proposition 5.1. Re-
calling that χ0s = χ(s−1dEX) with χ supported on [cδ,∞) for some positive cδ, we
write ∥∥χ0sχ

♯
X

∥∥ =
∥∥χ0s

(
dEX
)−n(

dEX
)n

χ♯
X

∥∥ ≤ (cδs)
−n
∥∥(dEX)nχ♯

X

∥∥.
Now, with the convention

∏n
i=2 Ai = A2 . . . An, we have(

dEX
)n

= g(H)dX

( n∏
i=2

g2(H)dX

)
g(H)

= g(H)dX⟨x⟩−1⟨x⟩
( n∏

i=2

g2(H)⟨x⟩−i+1dX⟨x⟩−1⟨x⟩i
)
g(H)⟨x⟩−n⟨x⟩n.
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A standard induction argument shows that ⟨x⟩ig2(H)⟨x⟩−i is a bounded operator
for any positive integer i (since H is the Schrödinger operator H = −∆+ V ), and
likewise with g instead of g2. Since in addition dX⟨x⟩−1 is bounded, we deduce
that ∥∥(dEX)nχ♯

X

∥∥ ≤ Cn

∥∥〈x⟩nχ♯
X

∥∥ ≤ C ′
n,

sinceX is bounded. This establishes Proposition 5.1. (Note that ifX is unbounded,
the same holds, replacing ⟨x⟩ by ⟨dX⟩ in the argument above.)

The proof we gave in Section 5.1 has the advantage of being more robust. More-
over the arguments we used are also crucial in our proof of (3.6) given in the next
section.

5.2. Proof of claim (3.6). Recall χ, g̃, and χ̃ are smooth cutoff functions such
that supp(g̃) ⊂ {g = 1} and supp(χ̃′) ⊂ (δ,+∞) = {χ = 1} (see Figs. 3–4). Let
ḡ = 1− g and χ̄ = 1− χ. It follows that

ḡ(µ)g̃(µ) = 0,(5.76)

χ̄(µ)χ̃(µ) = 0.(5.77)

In the remainder of this section, we use the following notations: For s, v, t as in
(3.4) and z ∈ C, Im(z) ̸= 0,

dt ≡dX − vt, dEt ≡ dEX − vt = gdXg − vt,

R ≡(dt/s− z)−1, RE ≡ (dEt /s− z)−1,

and

ξ(µ) :=
√

χ(µ), ξ̄(µ) = 1− ξ(µ),(5.78)

ϕ = ϕ(dt/s), ϕE = ϕ(dEt /s) for ϕ ∈ X ,(5.79)

g = g(H), g̃ = g̃(H) for g, g̃ from (5.76).(5.80)

Using these notations, we reproduce Claim 3.6 as follows:

Proposition 5.7. For every χ ∈ X and g̃, χ̃ as in (5.76)–(5.77),

χE ≥ g̃χ̃g̃ +O(s−n).(5.81)

Proof. Since ∥g̃χ̃g̃∥ ≤ 1, we have

χE ≥ ξE g̃χ̃g̃ξE = g̃χ̃g̃ − ξ̄E g̃χ̃g̃ − g̃χ̃g̃ξ̄E + ξ̄E g̃χ̃g̃ξ̄E .(5.82)

We now claim

(5.83) ξ̄E g̃χ̃ = O(s−n).

If (5.83) holds, then the last three terms on the r.h.s. of (5.82) are O(s−n) and we
are done.

Since the operator b ≡ d − dE = dt − dEt as in the proof of Proposition 5.1,
proceeding as in (5.9)–(5.10), we find the expansion

ξ̄E =

n−1∑
k=0

ξ̄k + s−nRem1,(5.84)

where

ξ̄k =

∫
(Rb/s)kRd˜̄ξ(z) and Rem1 =

∫
(Rb)nRE d˜̄ξ(z),(5.85)
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where ˜̄ξ(z) is an almost analytic extension of the function ξ̄(µ). (Below we will omit

the measure d˜̄ξ(z) when no confusion arises.) By expansion (5.84), Claim (5.83) is
equivalent to the relations

ξ̄kg̃χ̃ = O(s−n),(5.86)

Rem1g̃χ̃ = O(1).(5.87)

We first prove (5.86). We write the l.h.s. of (5.86) as

ξ̄kg̃χ̃ = ξ̄kχ̃g̃ + ξ̄k[g̃, χ̃].(5.88)

Since adkdt/s(g̃) = s−kadkd(g̃) is bounded for 0 ≤ k ≤ n, we have by expansion (C.5)
that

[g̃, χ̃] =

n−1∑
k=1

(−1)k
s−k

k!
χ̃(k)(dt/s)ad

k
d(g̃) + s−nRem3,(5.89)

where Rem3 = O(1). Plugging (5.89) into (5.88) yields

ξ̄kg̃χ̃ =ξ̄kχ̃g̃ +

n−1∑
k=1

s−k

k!
ξ̄kχ̃

(k)(dt/s)ad
k
d(g̃) + s−nξ̄kRem3

=:A+B + C.(5.90)

We apply Corollary 5.4 to the function ξ̄ to obtain the expansion

ξ̄k =hk ξ̄(dt/s) +

k∑
q=0

n−1∑
l=0

s−lBq,l(ξ̄pq,l)
(l+1)(dt/s) + s−nRem2,k,(5.91)

where ∥h∥ ≤ 2, Bq,l = O(1) are defined in Lemma 5.3, part (b), and Rem2,k = O(1).
Thus ξ̄k = O(1) and so the term C in line (5.90) is O(s−n). By Definition (5.78),
we have

ξ̄(l)(µ)χ̃(m)(µ) = 0 for any integers l,m ≥ 0,(5.92)

see Figure 3 . Thus, inserting (5.91) to (5.90) and using (5.92), we find

A =s−n
n−1∑
k=0

Rem2,kχ̃g̃ = O(s−n),(5.93)

B =s−n
n−1∑
k=1

n−1∑
l=0

s−k

k!
Rem2,lχ̃

(k)adkd(g̃) = O(s−n).(5.94)

Thus we have proved (5.86).
Next, we prove (5.87) by the following lemma:

Lemma 5.8. For k = 1, . . . , n and Rem1(k) :=
∫
(Rb)kRE,

Rem1(k)g̃χ̃ = O(1).(5.95)

Proof. We prove this by induction on k. We have by expansion (5.52) that Rb =
Rc+R2h. For the base case k = 1, we write

RbRE =RcRE +R2R
Eh+R2[h,R

E ]

=RcRE +R2R
Eh+ s−1R2R

EaddE (h)RE ,(5.96)
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where we use the relation (c.f. (5.20))

[B,RE ] = s−1RE addE (B)RE ,(5.97)

valid for any operator B allowed by the domain consideration.
The second term (5.96) is a priori large O(s) but it is removed by g̃. Indeed,

since hg̃ = 0 by (5.13) and the relation (5.77) (c.f. Figure 4), and s−1R2 = 1 + zR
by (5.56), we have

Rem1(1) g̃ =

∫
RcRE g̃ +

∫
s−1R2R

EaddE (h)RE g̃

=

∫
RcRE g̃ +

∫
REaddE (h)RE g̃ +

∫
zRREaddE (h)RE g̃.(5.98)

For f ∈ C∞
c (R), the operators adkdE (f) are O(1) by results from Section 4, see (4.6)

and [22, eqn. (B.20)]. Thus the three integrals in line (5.98) are O(1) by the esti-

mates ∥g̃∥ ≤ 1, ∥c∥, ∥addE (h)∥ = O(1), ∥R∥ ,
∥∥RE

∥∥ ≤ |Im(z)|−1
, and Corollary B.5

with (p, l) = (1, 0), (2, 1). This shows (5.95) with k = 1.
Suppose now (5.95) holds with some k ≥ 1, and we prove it for k → k+1. First,

we note the relation RE −R = RbRE and so

Rem1(k) =

∫
(Rb)kR+

∫
(Rb)k(RE −R)

=

∫
(Rb)kR+

∫
(Rb)k+1RE = sk ξ̄k +Rem1(k + 1),(5.99)

where ξ̄k is defined by (5.85). Right-multiplying g̃χ̃ on both sides of (5.99) and
rearranging, we find

Rem1(k + 1)g̃χ̃ = Rem1(k)g̃χ̃− sk ξ̄kg̃χ̃.(5.100)

The first term on the r.h.s. is O(1) by induction hypothesis. The second term is
O(sk−n) by (5.86) proved earlier. Since k ≤ n, this completes the induction and
the proof of Lemma 5.8. □

Since Rem1 ≡ Rem1(n) in Lemma 5.8, estimate (5.95) implies (5.87). This,
together with (5.86), implies the claim (5.83). This completes the proof of Propo-
sition 5.7. □
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Appendix A. Existence of unique solution to vNL equation

In this section, we prove existence of unique mild solution to (1.1) in the Schatten
space S1 of trace-class operators. Throughout the section, we assume (W1), i.e.∑

j≥1 W
∗
j Wj with Wj in (1.1) converges strongly.

The main mechanism is the following theorem (see e.g. [6, Theorem 3.1.33]):

Theorem A.1. Let U be a strongly continuous semigroup on the Banach space X
with generator S and let P be a bounded operator on X. Then, S + P generates a
strongly continuous semigroup UP .

In our case, X is the Schatten space S1 with trace-norm ∥ · ∥1, the strongly
continuous semigroup U is the unitary semigroup generated by −i[H, ·] and the
perturbation P is the Lindblad operator G (see (1.1)).

In the next lemma, we show that G is norm closed and bounded, so that Theo-
rem A.1 indeed applies.

Lemma A.2. The Lindblad operator G defined in (1.1) is bounded on S1.

Proof. Without loss of generality, we assume ρ ∈ S1 is positive. Let Gj(·) =
Wj (·)W ∗

j − 1
2{W

∗
j Wj , (·)}. For a positive ρ, it is clear the operators WjρW

∗
j and

{W ∗
j Wj , ρ} are positive for all j. Then, by cyclicity of the trace, we have

∥Gj(ρ)∥1 ≤ ∥WjρW
∗
j ∥1 +

1

2
∥{W ∗

j Wj , ρ}∥1

≤ Tr |WjρW
∗
j |+

1

2
Tr |{W ∗

j Wj , ρ}|

= Tr(WjρW
∗
j ) +

1

2
Tr({W ∗

j Wj , ρ})

= 2Tr(W ∗
j Wjρ).(A.1)

Thus,

∥G(ρ)∥1 =

∥∥∥∥∥∥
∑
j≥1

Gj(ρ)

∥∥∥∥∥∥
1

≤ 2
∑
j≥1

Tr(W ∗
j Wjρ) ≤ 2

∥∥∥∥∥∥
∑
j≥1

W ∗
j Wj

∥∥∥∥∥∥ ∥ρ∥1.(A.2)

Since
∑

j≥1 W
∗
j Wj is bounded by the uniform boundedness theorem, this proves G

is bounded on S1, which completes the proof. □

Theorem A.1 shows that (1.1) has a unique strong solution in D(L) and a unique
mild solution in S1. We denote the semigroup generated by vNL operator L by βt

as before. Note that since eL0t is a group (defined on R), then so is βt = eLt.

The positivity preserving property of βt follows from [9, Theorem 5.2]; see also
[28]. We summarize the key result in the following lemma:

Lemma A.3. The semigroup βt is positive for all t ≥ 0.

Proof. First, recall that βt is generated by the vNL operator L which we can rewrite
as

L(ρ) = K−iH−P (ρ) + F (ρ),(A.3)

where P = P ∗ = 1
2

∑
j≥1 W

∗
j Wj ≥ 0, KA(ρ) = Aρ+ρA∗ and F (ρ) =

∑
j≥1 WjρW

∗
j .

Since P is bounded on H, we have D(K−iH−P ) = D(K−iH) = D(L0).
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Since H is self-adjoint and P is bounded, the operator −iH − P is well-defined
and generates a semigroup Bt = e−iHt−Pt of contractions on H. Then, we define a
semigroup St of contractions on S1 by

St(ρ) = BtρB
∗
t ,(A.4)

which is obviously positive for each t ≥ 0. For each ρ ∈ D(L0), by differentiating
in t, we obtain

∂tSt(ρ) = (∂tBt)ρB
∗
t +Btρ(∂tBt)

∗

= Bt(K−iH−P (ρ))B
∗
t .(A.5)

Thus, St is generated by K−iH−P .
On the other hand, since F is bounded and

F (ρ) =
∑
j≥1

WjρW
∗
j ≥ 0

for all ρ ≥ 0, the semigroup

eFt =
∑
k≥0

tk

k!
F k,(A.6)

which is generated by F , is also positive for each t ≥ 0. Hence, for each n ≥ 0 and
t ≥ 0, the map

ρ 7→ (St/ne
Ft/n)n(ρ)(A.7)

is positive on S1.
Finally, by the Trotter-Lie formula, for each t ≥ 0, we have

βt(ρ) = e(K−iH−P+F )tρ = lim
n→∞

(St/ne
Ft/n)n(ρ),(A.8)

where the limit is taken in the trace-norm. Since (St/ne
Ft/n)n is positive on S1 for

each t ≥ 0 and n ≥ 0, we therefore have that βt is positive for all t ≥ 0.
We remark that, alternatively, one can prove the positivity of βt by using the

Duhamel principle βt(ρ) = St(ρ) +
∫ t

0
St−r(F (βr(ρ)))dr for small t and extending

to general t via the semigroup property. □

Appendix B. Remainder estimates

In this appendix and the next one, we present some estimates and commutator
expansions, first derived in [37] and then improved in [16, 22, 23, 40]. We adapt
some of the arguments from [22] and refer to this paper for details and references.

Throughout this section we fix an integer ν ≥ 0. For integers p ≥ 0 and smooth
functions f ∈ Cν+2(R), we define a weighted norm

N (f, p) :=

ν+2∑
m=0

∫
R
⟨x⟩m−p−1

∣∣∣f (m)(x)
∣∣∣ dx.(B.1)

Note that

p ≤ p′ =⇒ N (f, p′) ≤ N (f, p),(B.2)

and we have the following property:
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Lemma B.1. Let p ≥ 0 be an integer. Suppose f ∈ Cν+2 and there exist C0, σ > 0
such that, for m = 0, . . . , ν + 2,∥∥∥⟨x⟩m−p+σ

f (m)(x)
∥∥∥
L∞

≤ C0.(B.3)

Then there exists C > 0 depending only on σ, C0, ν such that

N (f, p) ≤ C.(B.4)

Proof. We have

N (f, p) ≤
ν+2∑
m=0

∥∥∥⟨x⟩m−p+σ
f (m)(x)

∥∥∥∫
R
⟨x⟩−1−σ

dx

≤(ν + 3)C0

∫
R
⟨x⟩−1−σ

dx,

and the integral converges for σ > 0. □

Corollary B.2. Let p and l be two integers with p > l ≥ 0. If f ∈ C∞(R) and
f (l+1) has compact support, then (B.4) holds.

Proof. It suffices to verify condition (B.3) for the function f , whence (B.4) follows
from Lemma B.1. For m ≥ l + 1, (B.3) holds since f (m) ∈ C∞

c . For m ≤ l,

integrating f (l+1) shows that
∣∣f (m)(x)

∣∣ ≤ C ⟨x⟩l−m
. Since p ≥ l+ 1, we have (B.3)

with σ = 1. □

Write z = x + iy ∈ C. In what follows, as in [22, Eq. (B.5)], for f ∈ Cν+2(R),
we take f̃(z) to be an almost analytic extension of f defined by

(B.5) f̃(z) := η

(
y

⟨x⟩

) ν+1∑
k=0

f (k)(x)
(iy)k

k!
,

where η ∈ C∞
c (R) is a cutoff function with η(µ) ≡ 1 for |µ| ≤ 1, η(µ) ≡ 0 for

|µ| ≥ 2, and |η′(µ)| ≤ 1 for all µ. This f̃(z) induces a measure on C as

df̃(z) := − 1

2π
∂z̄ f̃(z)dx dy.(B.6)

In the remainder of this appendix, we derive integral estimate for various functions
against the measure (B.6).

The next result is obtained by adapting the argument in [22, Lem. B.1]:

Lemma B.3 (Remainder estimate). Let 0 ≤ p ≤ ν. Let f ∈ Cν+2(R) satisfy

(B.4). Then the extension f̃ from (B.5) satisfies the following estimate for some
C = C(f, ν, p) > 0 : ∫ ∣∣∣df̃(z)∣∣∣ |Im(z)|−(p+1) ≤ C.(B.7)

Proof. Differentiating formula (B.5), we obtain the estimate∣∣∣∂z̄ f̃(z)∣∣∣ ≤ η

(
y

⟨x⟩

)
|y|ν+1

(ν + 1)!

∣∣∣f (ν+2)(x)
∣∣∣+ ν+1∑

k=0

φ

(
y

⟨x⟩

)
|y|k

k!

∣∣∣∣ 1

⟨x⟩
f (k)(x)

∣∣∣∣ ,(B.8)

where

φ(µ) := |η′(µ)| ⟨µ⟩(B.9)
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is supported on 1 < |µ| < 2.
For each fixed x, we define

G(x) := p.v.

∫
|∂z̄f(z)| |y|−(p+1)

dy(B.10)

by integrating (B.8) against |y|−(p+1)
. Using that η(y/ ⟨x⟩) ≡ 0 for |y| > ⟨x⟩ and

φ(y/ ⟨x⟩) ≡ 0 for |y| ≤ ⟨x⟩ or |y| ≥ 2 ⟨x⟩, we find

G(x) ≤
∫
|y|≤⟨x⟩

|y|ν−p

(ν + 1)!
η

(
y

⟨x⟩

)
dy
∣∣∣f (ν+2)(x)

∣∣∣(B.11)

+

ν+1∑
k=0

∫
⟨x⟩<|y|<2⟨x⟩

φ

(
y

⟨x⟩

)
|y|k−p−1

k!
dy

∣∣∣∣ 1

⟨x⟩
f (k)(x)

∣∣∣∣ .(B.12)

Since 0 ≤ η(µ) ≤ 1 and ν ≥ p, the integral in line (B.11) converges and can be
bounded as ∫

|y|≤⟨x⟩

|y|ν−p

(p+ 1)!
η

(
y

⟨x⟩

)
dy
∣∣∣f (p+2)(x)

∣∣∣ ≤ 2 ⟨x⟩ν−p+1

(p+ 1)!

∣∣∣f (p+2)(x)
∣∣∣ .(B.13)

To bound line (B.12), we use that φ(y/ ⟨x⟩) <
√
5 and |y|k−p−1 ≤ ⟨x⟩k−p−1

for
⟨x⟩ < |y| < 2 ⟨x⟩, 0 ≤ k ≤ p + 1 (see (B.9)). Thus each integral in line (B.12) can
be bounded as

ν+1∑
k=0

∫
⟨x⟩<|y|<2⟨x⟩

φ

(
y

⟨x⟩

)
|y|k−p−1

k!
dy

∣∣∣∣ 1

⟨x⟩
f (k)(x)

∣∣∣∣
≤

p+1∑
k=0

4
√
5 ⟨x⟩k−p−1

k!

∣∣∣f (k)(x)
∣∣∣+ ν+1∑

k=p+1

√
5 · 2k−p+1 ⟨x⟩k−p−1

k!

∣∣∣f (k)(x)
∣∣∣.(B.14)

Combining (B.13)–(B.14) in (B.12), we conclude that

|G(x)| ≤ CF (x), F (x) :=

ν+2∑
m=0

⟨x⟩m−p−1
∣∣∣f (m)(x)

∣∣∣ .(B.15)

Let Gλ(x) := 1[−λ,λ]G(x) with λ > 0. Then Gλ ∈ L1 and |Gλ(x)| ≤ CF (x) for
any λ. By assumption (B.4) and definition(B.1), we have ∥F∥L1 = N (f, p) < ∞
and so F ∈ L1. Therefore, sending λ → ∞ and using the dominated convergence
theorem yields G ∈ L1 with

∥G∥L1 ≤ C ∥F∥L1 .(B.16)

Recalling Definition (B.10), we find (2π)−1 ∥G∥L1 =l.h.s. of (B.7). Thus we con-
clude (B.7) from (B.16). □

Lemma B.3 and Corollary B.2 together imply the following results:

Corollary B.4. Let p and l be two integers with ν ≥ p > l ≥ 0. If f ∈ C∞(R) and
f (l+1) has compact support, then there exists C > 0 such that the extension f̃ from
(B.5) satisfies the remainder estimate (B.7).
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Corollary B.5. Let p and l be two integers with ν ≥ p > l ≥ 0. Let Pl(x) be
a polynomial with deg ≤ l. Let f ∈ C∞(R) have compactly supported derivatives.

Then there exists C > 0 such that the extension f̃ from (B.5) satisfies∫ ∣∣∣df̃(z)Pl(z)
∣∣∣ |Im(z)|−(p+1) ≤ C.(B.17)

Proof. Let fl(x) := Pl(x)χ(x). Observe that since ∂z̄Pl(z) = 0, we have by (B.6)
that

Pl(z)df̃(z) = df̃l(z).(B.18)

We compute

f
(l+1)
l = P

(l+1)
l f +

l∑
k=0

(
l + 1

k

)
P

(k)
l f (l+1−k).(B.19)

The term leading term on the r.h.s. vanishes since deg p ≤ l. Each term in the sum
lies in C∞

c since f (q) ∈ C∞
c for q ≥ 1. Thus fl verifies the condition of Corollary B.4

and so (B.17) follows. □

Appendix C. Commutator expansions

In this appendix, we take f̃(z), df̃(z) to be as in (B.5)–(B.6).
We frequently use the following result, taken from [22, Lemma B.2]:

Lemma C.1. Let f ∈ Cν+2(R) satisfy (B.4) for some p ≥ 0. Then for any
self-adjoint operator A on H,

1

p!
f (p)(A) =

∫
C
df̃(z)(z −A)−(p+1),(C.1)

where the integral converges absolutely in operator norm and is uniformly bounded
in A.

Remark 12. Note that (B.4) ensures f (p) is bounded independent of A and the
remainder estimate in Lemma B.3 ensures the norm convergence of the r.h.s. of
(C.1).

We call Equation (C.1) the Helffer-Sjöstrand (HS) representation. It is possible
to obtain stronger results with less regularity assumption on f using some technical
estimates from [2, Sec. 5]. We do not pursue this generality here, as the assumption
(B.4) already suffices for our purposes.

The HS representation (C.1), together with the remainder estimate (B.7), implies
the following commutator expansion:

Lemma C.2. Let n ≥ 1. Let f ∈ Cn+3(R) satisfy (B.4) with p = 1. Let A be
an operator on H. Let Φ be a lower semi-bounded self-adjoint operator on H. Let
fs := f(s−1(Φ−α)) for some fixed α and all s > 0. Suppose there exists c ≥ 0 such
that

(C.2) (Φ + c)−1D(A) ⊂ D(A),

and

(C.3) Bk := adkΦ(A) ∈ B(H) (1 ≤ k ≤ n+ 1).
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Then [A, fs] ∈ B(H), and we have the expansion

[A, fs] =−
n∑

k=1

s−k

k!
Bkf

(k)
s − s−(n+1)Remleft(s)(C.4)

=

n∑
k=1

(−1)k
s−k

k!
f (k)
s Bk + (−1)n+1s−(n+1)Remright(s),(C.5)

where the remainders are defined by these relations and given explicitly by (C.13)–
(C.14). Moreover, there exists c > 0 depending only on n and N (f, n + 1), such
that

∥Remleft(s)∥op + ∥Remright(s)∥op ≤c ∥Bn+1∥ .(C.6)

Proof. Within this proof we write R = (z−xs)
−1 with xs = s−1(Φ−α). Hypothesis

(C.2) shows that

R = (Φ + c)−1(z(Φ + c)−1 − xs(Φ + c)−1)−1

maps D(A) into itself for z with large |Im(z)| and therefore for all z with Im(z) ̸= 0.
It follows that

(C.7)
[
A,R

]
= −R[xs, A]R = −s−1R adΦ(A)R

holds in the sense of quadratic forms on D(A). Since R is bounded and adΦ(A) is
bounded by assumption, the r.h.s. of (C.7) is bounded and so [A,R] extends to a
bounded operator on H.

Using (C.7), we proceed by commuting successively the commutators Bk :=

adkΦ(A) to the left to obtain

[A,R] =− s−1 adΦ(A)R2 − s−2R adΦ(A)R2

=− s−1B1R
2 − s−2RB2R

2

=−
n∑

k=1

s−kBkR
k+1 − s−(n+1)RBn+1R

n+1(C.8)

Similarly, commuting Bk’s to the right or taking adjoint of (C.8), we find

[A,R] =

n∑
k=1

(−1)ks−kRk+1Bk + (−1)n+1s−(n+1)Rn+1Bn+1R,(C.9)

which hold on all of H since Bk’s are bounded operators by assumption (C.3).
Since f may not decay at ∞, we cannot directly express fs = f(s−1(Φ − α))

using the HS representation C.1. We therefore introduce a cutoff as follows. Let
ηλ ∈ C∞

c (R), λ > 0 be cutoff functions with ηλ(x) ≡ 1 for |x| ≤ λ, η(x) ≡ 0 for
|µ| ≥ λ + 1, and

∥∥ηλ∥∥
Cn+3 ≤ C for all λ. Set fλ := ηλf . Since fλ ∈ Cn+3

c , it

satisfies (B.4) for all p ≥ 0. Thus the HS representation C.1 holds with p = 0 and
so

[A, fλ
s ] =

∫
df̃λ(z)

[
A,R

]
,(C.10)

which holds a priori on D(A).
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Plugging expansions (C.8)–(C.9) into (C.10) yields

[A, fλ
s ]

= −
n∑

k=1

s−k

k!
Bk

∫
df̃λ(z)Rk+1 − s−(n+1)Remλ

left(s),(C.11)

=

n∑
k=1

(−1)k
s−k

k!

∫
df̃λ(z)Rk+1Bk + (−1)n+1s−(n+1)Remλ

right(s),(C.12)

where

Remλ
left(s) =

∫
df̃λ(z)RBn+1R

(n+1),(C.13)

Remλ
right(s) =

∫
df̃λ(z)R(n+1)Bn+1R.(C.14)

Since the operator Bn+1 is bounded independent of λ, z, and ∥R∥ ≤ |Im(z)|−1
, we

have ∥∥∥Remλ
left(s)

∥∥∥
op

+
∥∥∥Remλ

right(s)
∥∥∥
op

≤2∥Bn+1∥
∫

|df̃λ(z)|Rn+2

≤2∥Bn+1∥
∫

|df̃λ(z)||Im(z)|−(n+2).(C.15)

Similarly we could bound the sums in (C.11)–(C.12). Thus we see [A, fλ
s ] extends

to a bounded operator on H for each λ.
By (B.2) and the assumption N (f, 1) ≤ C, f satisfies condition (B.4) with

p = 1, . . . , n + 1. Hence, sending λ → ∞ in (C.11)–(C.14) and using (C.1) for
p = 1, . . . , n and the remainder estimate (B.7) for p = n + 1, we conclude that
[A, fs] ∈ B(H) and expansions (C.4)–(C.5) and estimate (C.6) hold. □
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